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Most previous approaches use graph neural networks (GNNs) to only learn the structure information 
in molecules, to predict molecule’s property (e.g., BBBP, toxicity). 
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BBBP:
- “Can it cross the blood-

brain barrier?”

Toxicity:
- “Is it toxic in high doses?”

…

However, publicly available biochemical knowlegde bases 
remained largely unused (e.g., PubChem, PrimeKG) for this task.

PrimeKGPubChem

“Can we leverage the available biochemical knowledge for molecular property prediction?”

Method: Gode (Graph as a Node) Framework 
q We construct MolKG – a molecule-centric 

biochemical knowledge graph dataset
v Each molecule corresponds to its central 

sub-graph in MolKG

q We conduct GNN pre-training at two levels: 
molecule-level and KG-level

v At molecule-level, a molecule is a graph
v At KG-level, a molecule is a node

q We align bi-level molecule representations via 
contrastive learning

q The pre-trained and aligned molecule 
embedding can then be fine-tuned to any 
downstream tasks

Results across 11 Molecular Property Prediction Tasks: Visualization

The learned Gode embedding has the most distinct 
clusters for different scaffolds (shown as different colors).
→ Highest representational power

→	Gode achieves state-of-the-art performance on 10/11 tasks, outperforming all the previous 
baselines (including KANO, which leverages chemical element knowledge)

→ We conduct extensive ablation studies to show the effectiveness of each component in Gode.
Paper: https://pat-jj.github.io/assets/pdf/gode.pdf
Code: https://github.com/pat-jj/Gode

Future Directions

q Applications in Drug Discovery
q Inclusion of Generative AI’s power


