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Electronic Healthcare Records (EHR) data EHR-based Healthcare Prediction

- Using patient’s history data to predict 
clinical outcome (e.g., mortality)

Data sample:

Mortality 
prediction:

“Will this patient die during 
next visit? (0/1)”

Readmission 
prediction:

“Will this patient be readmitted 
within 𝑛 days? (0/1)”

… …
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ML-based Methods

RETAIN (Choi et al. NIPS’16) StageNet (Gao et al. WWW’20)

Choi, Edward, et al. "Retain: An interpretable predictive model for healthcare using reverse time attention mechanism." NIPS 2016.
Gao, Junyi, et al. "Stagenet: Stage-aware neural networks for health risk prediction." WWW 2020.

…

Limitations:
1. Lack interpretability; Limited ability to handle unstructured or complex medical information
2. Struggle to generalize beyond their original scope
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LM+ML-based Methods

GraphCare (Jiang et al. ICLR’24) RAM-EHR (Xu et al. ACL’24)

Jiang, Pengcheng, et al. "Graphcare: Enhancing healthcare predictions with personalized knowledge graphs." ICLR 2024.
Xu, Ran, et al. "Ram-ehr: Retrieval augmentation meets clinical predictions on electronic health records." ACL 2024.

Limitations:
1. Lack interpretability; Not exploit reasoning capabilities of LMs
2. Retrieved information may be sparse or irrelevant

…
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LLM-based Methods

EHR-CoAgent (Cui et al. 2024)

Cui, Hejie, et al. "LLMs-based Few-Shot Disease Predictions using EHR: A Novel Approach Combining Predictive Agent Reasoning 
and Critical Agent Instruction." AMIA Annual Symposium 2024

Limitations:
1. Lack of specialized medical knowledge     

→ High risk of hallucination

2. Pure prompting-based → Cannot learn 
underlying EHR pattern

3. Performance highly dependent on quality 
of prompting and context

- A framework combines the strengths of predictive agent reasoning 
and critical agent instruction
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ML-based 

LimitationsMethods

LM+ML
-based 

LLM-based
(Untrained) 

1. Lack interpretability; Limited ability to handle 
unstructured or complex medical information

2. Struggle to generalize beyond their original scope

1. Lack interpretability; Not exploit reasoning 
capabilities of LMs

2. Retrieved information may be sparse or 
irrelevant

1. Lack of specialized medical knowledge 
2. Cannot learn underlying EHR pattern
3. Performance highly dependent on quality of 

prompting and context

“Can we design a framework 
integrating high-utility knowledge 
retrieval and reliable reasoning for 
interpretable & precise prediction?”

Summarization of Limitations



Methodology

8

KARE – Knowledge Aware Reasoning-Enhanced HealthCare Prediction
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“Can we design a framework integrating high-utility knowledge retrieval and reliable reasoning for interpretable & precise prediction?”

Challenge 1: How to enable high-utility knowledge retrieval?

Classic RAG?

EHR example Retrieval Result from PubMed

Unwanted Information
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“Can we design a framework integrating high-utility knowledge retrieval and reliable reasoning for interpretable & precise prediction?”

Challenge 1: How to enable high-utility knowledge retrieval?

Information Re-indexing: “Text → Graph → Text” by GraphRAG*

Corpus 

Relation 
Extraction

Knowledge Graph

Community 
Detection

(Graph Communities by Colors)

Community 
Summarization

New Corpus 

*Edge, Darren, et al. "From local to global: A graph rag approach to query-focused summarization." arXiv preprint arXiv:2404.16130 (2024).

We need high-quality knowledge source!
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Methodology – KARE
“Can we design a framework integrating high-utility knowledge retrieval and reliable reasoning for interpretable & precise prediction?”

Challenge 1: How to enable high-utility knowledge retrieval?

Information Re-indexing: “Text → Graph → Text”

However, we don’t need all the information in the 
available data sources!

We need information tailored to the EHR data.

→ Construct the KG based on the co-existence of 
medical concepts in EHR

We need high-quality knowledge source!
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1.1.1 EHR Concpet-specific KG Construction 
from Large Bio KG (UMLS)

Construction Pipeline
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Methodology

1.1.1 EHR Concpet-specific 
KG Construction from 
Large Bio KG (UMLS)

"spinal fusion": [
"opioid analgesics",
"other beta-lactam antibacterials 
in atc",
"antithrombotic agents",
"potassium supplements",
"drugs for constipation",
"other analgesics and 
antipyretics in atc",
"i.v. solution additives",
"drugs for peptic ulcer and 
gastro-oesophageal reflux disease 
(gord)",
"iv solutions used in parenteral 
administration of fluids, 
electrolytes and nutrients",
"spondylosis; intervertebral disc 
disorders; other back problems",
"antiemetics and antinauseants",
"anxiolytics",
"other mineral supplements in 
atc",
"antiinfectives and antiseptics, 
excl. combinations with 
corticosteroids",
"antiepileptics",
"other nutrients in atc",
"antivaricose therapy drugs",
"beta blocking agents",
"lipid modifying agents, plain",
"decompression peripheral nerve"

]

(Top-20 Co-existing Concepts 
for Each Concept) 

⋮

⋮

==================================================
Target Concept: opioid analgesics
---------------------------------

Relationship Triples:
• [aspects of adverse effects, Allowed qualifier, opioid analgesics]
• [spinal fusion, Allowed qualifier, aspects of adverse effects]

Connection Paths:
• spinal fusion → (Allowed qualifier) → aspects of adverse effects → (Allowed 

qualifier) → opioid analgesics

==================================================
Target Concept: other beta-lactam antibacterials in atc
-------------------------------------------------------

Relationship Triples:
• [aspects of adverse effects, Allowed qualifier, Carbapenem-containing product]
• [Carbapenem-containing product, isa, other beta-lactam antibacterials in atc]
• [spinal fusion, Allowed qualifier, aspects of adverse effects]

Connection Paths:
• spinal fusion → (Allowed qualifier) → aspects of adverse effects → (Allowed 

qualifier) → Carbapenem-containing product → (isa) → other beta-lactam 
antibacterials in atc

==================================================
Target Concept: antithrombotic agents
-------------------------------------

Relationship Triples:
• [aspects of adverse effects, Allowed qualifier, Fibrinolytic Agents]
• [Fibrinolytic Agents, has relationship, antithrombotic agents]
• [spinal fusion, Allowed qualifier, aspects of adverse effects]

Connection Paths:
• spinal fusion → (Allowed qualifier) → aspects of adverse effects → (Allowed 

qualifier) → Fibrinolytic Agents → (has relationship) → antithrombotic agents

==================================================
Target Concept: potassium supplements
-------------------------------------

Relationship Triples:
• [POTASSIUM CITRATE, member_of, potassium supplements]
• [POTASSIUM CHLORIDE, member_of, potassium supplements]
• [aspects of adverse effects, can be qualified by., POTASSIUM CITRATE]
• [aspects of adverse effects, Allowed qualifier, POTASSIUM CHLORIDE]
• [spinal fusion, Allowed qualifier, aspects of adverse effects]

Connection Paths:
• spinal fusion → (Allowed qualifier) → aspects of adverse effects → (Allowed 

qualifier) → POTASSIUM CHLORIDE → (member_of) → potassium supplements
• spinal fusion → (Allowed qualifier) → aspects of adverse effects → (can be 

qualified by) → POTASSIUM CITRATE → (member_of) → potassium supplements

==================================================

⋮

(Alg. 2)

Construction Pipeline

Example
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1.1.2 EHR Concpet-specific KG Construction 
from Large Bio Corpus (PubMed)

⋮

⋮

EHR

[concept_1]
[concept_2]
[concept_3]
[concept_4]
[concept_5]

⋮

Concept-Specific
KGsTop N Documents

Doc 1: “… [concept_1] … 
[concept_2] … [concept_4] …”

Doc 2: “…… [concept_2] … 
[concept_5] ……”

⋮
Doc N: “… [concept_3] … 
[concept 4] …”

(query with the 
set of concepts)

Entity/Relation 
Extraction

<latexit sha1_base64="gX2aFvPgVXuQvLVfi0Q9duyitDg=">AAACBXicdVBNT9tAEF1TWiD9cssRDqtGlXqy7NYJ4YbgUI5BIiGS7VrrzQRWWa+t3TFqZPnSS/8KFw5UiCv/obf+GzYfSG3VPmmkp/dmNDMvK6Uw6Pu/nLUn60+fbWxutZ6/ePnqtfvm7dAUleYw4IUs9ChjBqRQMECBEkalBpZnEs6y6dHcP7sEbUShTnFWQpKzcyUmgjO0Uurufk7rGOEr1hEvFIcS4zRokuZLfXjUpG7b97pBGHZ96nthsNfrhJbs+/u9TkADz1+gTVbop+7PeFzwKgeFXDJjosAvMamZRsElNK24MlAyPmXnEFmqWA4mqRdfNPS9VcZ0UmhbCulC/X2iZrkxszyznTnDC/O3Nxf/5UUVTnpJLVRZISi+XDSpJMWCziOhY6GBo5xZwrgW9lbKL5hmHG1wLRvC46f0/2T40Qu63qeTsH1wuIpjk+yQd+QDCcgeOSDHpE8GhJNv5IrckB/Od+fauXXulq1rzmpmm/wB5/4Bgm2ZPw==</latexit>

GBC
[concept 1]

<latexit sha1_base64="a5bKU0I7UW0gvRMPZDC9gvrptlU=">AAACBXicdVA9SwNBEN3z2/gVtdRiMQhW4S4RNV2IhZYKRoXkPPY2E12yt3fszonhuMbGv2JjoYit/8HOf+MmRlDRBwOP92aYmRcmUhh03XdnbHxicmp6ZrYwN7+wuFRcXjk1cao5NHksY30eMgNSKGiiQAnniQYWhRLOwt7+wD+7Bm1ErE6wn4AfsUsluoIztFJQXD8IsjbCDWYtHisOCbaDSu7nF1ljPw+KJbfsVStebZdasudWvAGpubWq61Gv7A5RIiMcBcW3difmaQQKuWTGtDw3QT9jGgWXkBfaqYGE8R67hJalikVg/Gz4RU43rdKh3VjbUkiH6veJjEXG9KPQdkYMr8xvbyD+5bVS7O75mVBJiqD456JuKinGdBAJ7QgNHGXfEsa1sLdSfsU042iDK9gQvj6l/5PTStnbKVePt0v1xiiOGbJGNsgW8cguqZNDckSahJNbck8eyZNz5zw4z87LZ+uYM5pZJT/gvH4AakSZLg==</latexit>

GBC
[concept 2]

<latexit sha1_base64="yDm584cxOZq00x+iaj0xRSU+VuE=">AAACBXicdVBNa9tAEF2l+aqbDzc9NoelppCTkOw4am7GPiRHB+LYYCtitR7bS1YrsTsKMUKXXvpXeumhJeTa/9Bb/03XjgNNaB8MPN6bYWZenElh0PN+O2uv1jc2t7ZfV97s7O7tV98eXJk01xx6PJWpHsTMgBQKeihQwiDTwJJYQj++6Sz8/i1oI1J1ifMMwoRNlZgIztBKUfXwLCpGCHdYDHmqOGQ4ihplWF4X7U4ZVWue6zdP/aBOPTfwG00vsKReb/qnAfVdb4kaWaEbVX+NxinPE1DIJTNm6HsZhgXTKLiEsjLKDWSM37ApDC1VLAETFssvSvrRKmM6SbUthXSp/j1RsMSYeRLbzoThzLz0FuK/vGGOk09hIVSWIyj+uGiSS4opXURCx0IDRzm3hHEt7K2Uz5hmHG1wFRvC06f0/+Sq7vonbuPiuNZqr+LYJu/JB3JEfBKQFjknXdIjnHwmX8l38sP54nxz7p2Hx9Y1ZzXzjjyD8/MPeieZOQ==</latexit>

GBC
[concept 3]

<latexit sha1_base64="y+HNfwM5J55jWPORmG2Ry3yzEsc=">AAACBXicdVA9SwNBEN3zM8avqKUWi0GwCncmJNpJLLRUMCok57G3meji3t6xOyeG4xob/4qNhSK2/gc7/42bGEFFHww83pthZl6YSGHQdd+dsfGJyanpwkxxdm5+YbG0tHxi4lRzaPFYxvosZAakUNBCgRLOEg0sCiWchld7A//0GrQRsTrGfgJ+xC6U6AnO0EpBaW0/yDoIN5i1eaw4JNgJarmfn2fNvTwold1K3atXdxrUrbhDDEit2mi41BspZTLCYVB663RjnkagkEtmTNtzE/QzplFwCXmxkxpIGL9iF9C2VLEIjJ8Nv8jphlW6tBdrWwrpUP0+kbHImH4U2s6I4aX57Q3Ev7x2ir1tPxMqSREU/1zUSyXFmA4ioV2hgaPsW8K4FvZWyi+ZZhxtcEUbwten9H9yslXx6pXqUa282xzFUSCrZJ1sEo80yC45IIekRTi5JffkkTw5d86D8+y8fLaOOaOZFfIDzusHXb2ZJQ==</latexit>

GBC
[concept 4]

<latexit sha1_base64="uMclbmMZuiDSG7NkVvdgGL/kzNo=">AAACBXicdVA9TxtBEN3jG4cPQ0pSrLCQqE57xsbQIbtISiJhQLKP0956DCvv7Z125xDW6Rqa/JU0KUBRWv4DXf5N1saRCCJPGunpvRnNzIszJS0y9tubm19YXFpeWa18WFvf2KxubZ/bNDcCuiJVqbmMuQUlNXRRooLLzABPYgUX8agz8S9uwViZ6jMcZxAm/FrLoRQcnRRVP32Oij7CHRY9kWoBGfajZhmWV0W7U0bVGvObjUazxSjzD1uM1euOtI6bBwGjgc+mqJEZTqPqc3+QijwBjUJxa3sByzAsuEEpFJSVfm4h42LEr6HnqOYJ2LCYflHSPacM6DA1rjTSqfp6ouCJteMkdp0Jxxv71puI73m9HIdHYSF1liNo8bJomCuKKZ1EQgfSgEA1doQLI92tVNxwwwW64CouhL+f0v+T87ofHPoHXxu1k/YsjhWyQ3bJPglIi5yQL+SUdIkg9+Q7eSCP3jfvh/fT+/XSOufNZj6Sf+A9/QFzdJk0</latexit>

GBC
[concept 5]

⋮

Concepts in 
Each Visit

Construction Pipeline



[
"pleurisy; pneumothorax; pulmonary 
collapse",
"coronary atherosclerosis and other 
heart disease",
"potassium supplements",
"other fractures",
"anxiolytics",
"opioid analgesics",
"other gastrointestinal disorders",
"epilepsy; convulsions",
"i.v. solution additives",
"antibiotics for topical use",
"e codes: fall",
"adrenergics, inhalants",
"antiepileptics",
"other diagnostic agents in atc",
"diabetes mellitus without 
complication",
"drugs for peptic ulcer and gastro-
oesophageal reflux disease (gord)",
"other mineral supplements in atc",
"spinal fusion",
"beta blocking agents",
"other analgesics and antipyretics 
in atc",
"laminectomy; excision 
intervertebral disc",
"intracranial injury",
"other beta-lactam antibacterials 
in atc"
]

(Concept set in a 
patient visit)

Doc. 
Retrieval

-----
Rank 1, Similarity: 0.7296074032783508
PMID: 310377
Title: Management of acute pain in trauma.
Authors: C N Shealy
Abstract: In acute pain, TENS, ice packs, and a 
calm, reassuring attitude and voice are useful 
in reducing pain. Narcotic requirements can 
be reduced, and chronic pain may be 
prevented. Complications such as paralytic 
ileus and atelactasis can also be reduced. 
These techniques can be used in the 
emergency ward, the recovery room, and the 
doctor's office.
Publication Year: 1979
-----
Rank 2, Similarity: 0.7247765064239502
PMID: 235156
Title: Interaction between local anesthetics 
and analeptic drugs.
Authors: R G Thompson, J A Aldrete
Abstract: Although clinicall undesirable, the 
fortuitous pharmacologic interactions 
between local anesthetic agents and analeptic 
drugs may be protective when large doses of 
both agents are used. Mice pretreated with 
procaine, lidocaine, and tetracaine had a 
lower incidence of seizures when convulsive 
doses of either nikethamide or doxapram 
hydrochloride were given intraperitoneally. 
Mortality was also decreased in the groups 
given nikethamide and was zero in the animals 
treated with doxapram. All animals treated 
with pentylenetetrazol convulsed and only 
lidocaine (also used as an anticonvulsant) was 
able to reduce mortality in this group. Of the 
local anesthetic agents, tetracaine afforded 
the least protection from death, whereas 
lidocaine seemed to be most effective.
Publication Year: 1975
-----

⋮

Triple 
Extraction

[opioid analgesics, can be 
reduced by, TENS]

[opioid analgesics, can be 
reduced by, ice packs]Triple 

Extraction

[epilepsy; convulsions, can be 
caused by, large doses of 
analeptic drugs] 

[local anesthetic agents, may 
reduce, epilepsy; convulsions]

[lidocaine, used as, 
antiepileptics]

[lidocaine, most effective in 
reducing, mortality]

[pentylenetetrazol, causes, 
epilepsy; convulsions]

[lidocaine, reduces mortality 
from, epilepsy; convulsions]

(Retrieved Top-10 
PubMed Abstracts) (Triples)
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1.1.2 EHR Concpet-specific KG 
Construction from Large Bio 
Corpus (PubMed)

⋮

⋮

EHR

[concept_1]
[concept_2]
[concept_3]
[concept_4]
[concept_5]

⋮

Concept-Specific
KGsTop N Documents

Doc 1: “… [concept_1] … 
[concept_2] … [concept_4] …”

Doc 2: “…… [concept_2] … 
[concept_5] ……”

⋮
Doc N: “… [concept_3] … 
[concept 4] …”

(query with the 
set of concepts)

Entity/Relation 
Extraction

<latexit sha1_base64="gX2aFvPgVXuQvLVfi0Q9duyitDg=">AAACBXicdVBNT9tAEF1TWiD9cssRDqtGlXqy7NYJ4YbgUI5BIiGS7VrrzQRWWa+t3TFqZPnSS/8KFw5UiCv/obf+GzYfSG3VPmmkp/dmNDMvK6Uw6Pu/nLUn60+fbWxutZ6/ePnqtfvm7dAUleYw4IUs9ChjBqRQMECBEkalBpZnEs6y6dHcP7sEbUShTnFWQpKzcyUmgjO0Uurufk7rGOEr1hEvFIcS4zRokuZLfXjUpG7b97pBGHZ96nthsNfrhJbs+/u9TkADz1+gTVbop+7PeFzwKgeFXDJjosAvMamZRsElNK24MlAyPmXnEFmqWA4mqRdfNPS9VcZ0UmhbCulC/X2iZrkxszyznTnDC/O3Nxf/5UUVTnpJLVRZISi+XDSpJMWCziOhY6GBo5xZwrgW9lbKL5hmHG1wLRvC46f0/2T40Qu63qeTsH1wuIpjk+yQd+QDCcgeOSDHpE8GhJNv5IrckB/Od+fauXXulq1rzmpmm/wB5/4Bgm2ZPw==</latexit>

GBC
[concept 1]

<latexit sha1_base64="a5bKU0I7UW0gvRMPZDC9gvrptlU=">AAACBXicdVA9SwNBEN3z2/gVtdRiMQhW4S4RNV2IhZYKRoXkPPY2E12yt3fszonhuMbGv2JjoYit/8HOf+MmRlDRBwOP92aYmRcmUhh03XdnbHxicmp6ZrYwN7+wuFRcXjk1cao5NHksY30eMgNSKGiiQAnniQYWhRLOwt7+wD+7Bm1ErE6wn4AfsUsluoIztFJQXD8IsjbCDWYtHisOCbaDSu7nF1ljPw+KJbfsVStebZdasudWvAGpubWq61Gv7A5RIiMcBcW3difmaQQKuWTGtDw3QT9jGgWXkBfaqYGE8R67hJalikVg/Gz4RU43rdKh3VjbUkiH6veJjEXG9KPQdkYMr8xvbyD+5bVS7O75mVBJiqD456JuKinGdBAJ7QgNHGXfEsa1sLdSfsU042iDK9gQvj6l/5PTStnbKVePt0v1xiiOGbJGNsgW8cguqZNDckSahJNbck8eyZNz5zw4z87LZ+uYM5pZJT/gvH4AakSZLg==</latexit>

GBC
[concept 2]

<latexit sha1_base64="yDm584cxOZq00x+iaj0xRSU+VuE=">AAACBXicdVBNa9tAEF2l+aqbDzc9NoelppCTkOw4am7GPiRHB+LYYCtitR7bS1YrsTsKMUKXXvpXeumhJeTa/9Bb/03XjgNNaB8MPN6bYWZenElh0PN+O2uv1jc2t7ZfV97s7O7tV98eXJk01xx6PJWpHsTMgBQKeihQwiDTwJJYQj++6Sz8/i1oI1J1ifMMwoRNlZgIztBKUfXwLCpGCHdYDHmqOGQ4ihplWF4X7U4ZVWue6zdP/aBOPTfwG00vsKReb/qnAfVdb4kaWaEbVX+NxinPE1DIJTNm6HsZhgXTKLiEsjLKDWSM37ApDC1VLAETFssvSvrRKmM6SbUthXSp/j1RsMSYeRLbzoThzLz0FuK/vGGOk09hIVSWIyj+uGiSS4opXURCx0IDRzm3hHEt7K2Uz5hmHG1wFRvC06f0/+Sq7vonbuPiuNZqr+LYJu/JB3JEfBKQFjknXdIjnHwmX8l38sP54nxz7p2Hx9Y1ZzXzjjyD8/MPeieZOQ==</latexit>

GBC
[concept 3]

<latexit sha1_base64="y+HNfwM5J55jWPORmG2Ry3yzEsc=">AAACBXicdVA9SwNBEN3zM8avqKUWi0GwCncmJNpJLLRUMCok57G3meji3t6xOyeG4xob/4qNhSK2/gc7/42bGEFFHww83pthZl6YSGHQdd+dsfGJyanpwkxxdm5+YbG0tHxi4lRzaPFYxvosZAakUNBCgRLOEg0sCiWchld7A//0GrQRsTrGfgJ+xC6U6AnO0EpBaW0/yDoIN5i1eaw4JNgJarmfn2fNvTwold1K3atXdxrUrbhDDEit2mi41BspZTLCYVB663RjnkagkEtmTNtzE/QzplFwCXmxkxpIGL9iF9C2VLEIjJ8Nv8jphlW6tBdrWwrpUP0+kbHImH4U2s6I4aX57Q3Ev7x2ir1tPxMqSREU/1zUSyXFmA4ioV2hgaPsW8K4FvZWyi+ZZhxtcEUbwten9H9yslXx6pXqUa282xzFUSCrZJ1sEo80yC45IIekRTi5JffkkTw5d86D8+y8fLaOOaOZFfIDzusHXb2ZJQ==</latexit>

GBC
[concept 4]

<latexit sha1_base64="uMclbmMZuiDSG7NkVvdgGL/kzNo=">AAACBXicdVA9TxtBEN3jG4cPQ0pSrLCQqE57xsbQIbtISiJhQLKP0956DCvv7Z125xDW6Rqa/JU0KUBRWv4DXf5N1saRCCJPGunpvRnNzIszJS0y9tubm19YXFpeWa18WFvf2KxubZ/bNDcCuiJVqbmMuQUlNXRRooLLzABPYgUX8agz8S9uwViZ6jMcZxAm/FrLoRQcnRRVP32Oij7CHRY9kWoBGfajZhmWV0W7U0bVGvObjUazxSjzD1uM1euOtI6bBwGjgc+mqJEZTqPqc3+QijwBjUJxa3sByzAsuEEpFJSVfm4h42LEr6HnqOYJ2LCYflHSPacM6DA1rjTSqfp6ouCJteMkdp0Jxxv71puI73m9HIdHYSF1liNo8bJomCuKKZ1EQgfSgEA1doQLI92tVNxwwwW64CouhL+f0v+T87ofHPoHXxu1k/YsjhWyQ3bJPglIi5yQL+SUdIkg9+Q7eSCP3jfvh/fT+/XSOufNZj6Sf+A9/QFzdJk0</latexit>

GBC
[concept 5]

⋮

Concepts in 
Each Visit

Construction Pipeline

Example



16

Methodology – KARE

1.1.3 EHR Concpet-specific KG Construction 
from Large Language Model

⋮

⋮

EHR

[concept_1]
[concept_2]
[concept_3]
[concept_4]
[concept_5]

⋮

“Please identify the relationships among these medical 
concepts that can be potentially helpful to clinical predictions 
(e.g., mortality prediction, readmission prediction). 
You can introduce intermediate relationships with other 
entities based on your knowledge. 
There’s no need to keep all the relationships connected.

Output format:
[[ENTITY1, RELATIONSHIP_1, ENTITY2], 
[ENTITY2, RELATIONSHIP_2, ENTITY3], ...]

Instruction

<latexit sha1_base64="5OAChDAPYLFQH2k1m81cOJgwupk=">AAACDXicdVA9TxtBEN2D8BHzZaBMs4pBojrtGRtDh0hBCiIRKQYk+zjtrcdmxd7eaXcOYZ3uD9Dkr9BQgKK06dPl32RtjAQInjTS03szmpkXZ0paZOyfNzX9YWZ2bv5jZWFxaXmlurp2YtPcCGiLVKXmLOYWlNTQRokKzjIDPIkVnMaXX0b+6RUYK1P9A4cZhAkfaNmXgqOTourGYVR0Ea6x6IhUC8iwGzXLsDyfqEdH38oyqtaY32w0mi1Gmb/TYqxed6S119wOGA18NkaNTHAcVf92e6nIE9AoFLe2E7AMw4IblEJBWenmFjIuLvkAOo5qnoANi/E3Jd10So/2U+NKIx2rzycKnlg7TGLXmXC8sK+9kfiW18mxvxsWUmc5ghaPi/q5opjSUTS0Jw0IVENHuDDS3UrFBTdcoAuw4kJ4+pS+T07qfrDjb39v1PYPJnHMk0/kM9kiAWmRffKVHJM2EeSG3JJ78uD99O68X97vx9YpbzKzTl7A+/MfSACc/Q==</latexit>

GLLM
[concept 5]

[
[concept_2, …, concept_5],
[concept_5, …, …],
[…, …, …],
[…, …, …],
[… ,…, concept_4],
[concept_4, …, concept_3]
]

Identified Relationships

<latexit sha1_base64="gCrs751eP1iu0iX+gnEtmMAT10c=">AAACC3icdVBNSxxBEO0xanTjxyY5eml2EXIaetT9uklyiAcFBVeF3XXo6a3VZnt6hu4acRnmnkv+Si45KJJr/oA3/429H4KKPih4vFdFVb0oVdIiYw/e3If5hcWPS8ulTyura+vlz19ObJIZAW2RqMScRdyCkhraKFHBWWqAx5GC02j4Y+yfXoGxMtHHOEqhF/MLLQdScHRSWK78DPMuwjXmItECUuyGO0VxPtP29w+KIixXmV/frm016pT5AWOtVnNMaqxRa9HAZxNUyQyHYfm+209EFoNGobi1nYCl2Mu5QSkUFKVuZiHlYsgvoOOo5jHYXj75paCbTunTQWJcaaQT9flEzmNrR3HkOmOOl/a1Nxbf8joZDpq9XOo0Q9BiumiQKYoJHQdD+9KAQDVyhAsj3a1UXHLDBbr4Si6Ep0/p++Rkyw/q/vbRTnX3+yyOJbJBKuQbCUiD7JI9ckjaRJBf5A+5Ibfeb++vd+f9m7bOebOZr+QFvP+P4X+cQA==</latexit>

GLLM
concept 4

<latexit sha1_base64="YvGWO7ThaZurP6TDZzG0qwaSaNs=">AAACC3icdZA9SwNBEIb3/DZ+RS1tFoNgddwZNaYTLbRQUDAqJPHY20zM4t7esTsnhuN6G/+KjYUitv4BO/+NmxhBRV9YGJ53htl5w0QKg5737gwNj4yOjU9MFqamZ2bnivMLpyZONYcaj2Wsz0NmQAoFNRQo4TzRwKJQwll4tdvzz65BGxGrE+wm0IzYpRJtwRlaFBSX94KsgXCDGY8VhwQbQTnPLwbs4OAwz4NiyXP99Y1qeZN6bqXir3kV2iPV6pZPfdfrq0QGOgqKb41WzNMIFHLJjKn7XoLNjGkUXEJeaKQGEsav2CXUbalYBKaZ9W/J6YolLdqOtX0KaZ9+n8hYZEw3Cm1nxLBjfns9+JdXT7G91cyESlIExT8XtVNJMaa9YGhLaOAou7ZgXAv7V8o7TDOONr6CDeHrUvp/cbrm+ptu+Xi9tL0ziGOCLJFlskp8UiHbZJ8ckRrh5Jbck0fy5Nw5D86z8/LZOuQMZhbJDzmvH+FfnEA=</latexit>

GLLM
concept 3

<latexit sha1_base64="f3LNP0y4IX0Hi7J/ufNsDczxcbE=">AAACC3icdVA9SwNBEN3z2/gVtbRZDILVcRcTk1K00EJBwaiQxGNvM9HFvb1jd04Mx/U2/hUbC0Vs/QN2/hs3MYKKPhh4vDfDzLwwkcKg5707I6Nj4xOTU9OFmdm5+YXi4tKJiVPNocFjGeuzkBmQQkEDBUo4SzSwKJRwGl7t9P3Ta9BGxOoYewm0I3ahRFdwhlYKiqu7QdZCuMGMx4pDgq2gnOfnQ21//yDPg2LJc736Zq3uU8/1K/5GtWZJvVqrlKvUd70BSmSIw6D41urEPI1AIZfMmKbvJdjOmEbBJeSFVmogYfyKXUDTUsUiMO1s8EtO16zSod1Y21JIB+r3iYxFxvSi0HZGDC/Nb68v/uU1U+zW25lQSYqg+OeibiopxrQfDO0IDRxlzxLGtbC3Un7JNONo4yvYEL4+pf+Tk7Lrb7obR5XS1vYwjimyQlbJOvFJjWyRPXJIGoSTW3JPHsmTc+c8OM/Oy2friDOcWSY/4Lx+AN0EnD0=</latexit>

GLLM
concept 2

<latexit sha1_base64="eOP/k98vkbUTBQam1XtDLGinjRk=">AAACC3icdVBNT9tAEF2HtkBoS4Ajl1UipJ4su0kw3FA5wIFKIDUfUpJa682ErLJeW7tj1MjynQt/hUsPRYhr/wA3/g2bDyRatU8a6em9Gc3Mi1IpDHrek1NaefP23eraennj/YePm5Wt7bZJMs2hxROZ6G7EDEihoIUCJXRTDSyOJHSiyfHM71yBNiJR33CawiBml0qMBGdopbBSPQnzPsIPzHmiOKTYD/2i+L7Uzs6+FkVYqXlu0AgaBwH13H2/Gfh1Sw6bfrNZp77rzVEjS5yHlcf+MOFZDAq5ZMb0fC/FQc40Ci6hKPczAynjE3YJPUsVi8EM8vkvBd2zypCOEm1LIZ2rrydyFhszjSPbGTMcm7+9mfgvr5fh6GCQC5VmCIovFo0ySTGhs2DoUGjgKKeWMK6FvZXyMdOMo42vbEN4+ZT+n7Q/u/6+W79o1I6+LONYI7ukSj4RnwTkiJySc9IinFyTW/KL3Dk3zk/n3nlYtJac5cwO+QPO72fkkJxC</latexit>

GLLM
concept 1

Concept-Specific
KGsConcepts in 

Each Visit

Construction Pipeline
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1.1.3 EHR Concpet-specific KG Construction 
from Large Language Model

[pleurisy; pneumothorax; pulmonary collapse, can be treated with, 
adrenergics, inhalants],
[diabetes mellitus without complication, may require monitoring of, 
potassium supplements],
[epilepsy; convulsions, treated with, antiepileptics],
[epilepsy; convulsions, may be treated with, anxiolytics],
[other gastrointestinal disorders, treated with, drugs for peptic ulcer and 
gastro-oesophageal reflux disease (gord)],
[e codes: fall, commonly causes, other fractures],
[e codes: fall, can result in, intracranial injury],
[other fractures, often treated with, opioid analgesics],
[intracranial injury, may be managed with, opioid analgesics],
[spinal fusion, surgical alternative to, laminectomy; excision 
intervertebral disc],
[coronary atherosclerosis and other heart disease, commonly treated 
with, beta blocking agents],
[other beta-lactam antibacterials in atc, belongs to same class as, 
antibiotics for topical use]

[
"pleurisy; pneumothorax; pulmonary 
collapse",
"coronary atherosclerosis and other 
heart disease",
"potassium supplements",
"other fractures",
"anxiolytics",
"opioid analgesics",
"other gastrointestinal disorders",
"epilepsy; convulsions",
"i.v. solution additives",
"antibiotics for topical use",
"e codes: fall",
"adrenergics, inhalants",
"antiepileptics",
"other diagnostic agents in atc",
"diabetes mellitus without 
complication",
"drugs for peptic ulcer and gastro-
oesophageal reflux disease (gord)",
"other mineral supplements in atc",
"spinal fusion",
"beta blocking agents",
"other analgesics and antipyretics 
in atc",
"laminectomy; excision 
intervertebral disc",
"intracranial injury",
"other beta-lactam antibacterials 
in atc"
]

Triple 
Extraction

(Concept set in a 
patient visit) (Triples)

⋮

⋮

EHR

[concept_1]
[concept_2]
[concept_3]
[concept_4]
[concept_5]

⋮

“Please identify the relationships among these medical 
concepts that can be potentially helpful to clinical predictions 
(e.g., mortality prediction, readmission prediction). 
You can introduce intermediate relationships with other 
entities based on your knowledge. 
There’s no need to keep all the relationships connected.

Output format:
[[ENTITY1, RELATIONSHIP_1, ENTITY2], 
[ENTITY2, RELATIONSHIP_2, ENTITY3], ...]

Instruction

<latexit sha1_base64="5OAChDAPYLFQH2k1m81cOJgwupk=">AAACDXicdVA9TxtBEN2D8BHzZaBMs4pBojrtGRtDh0hBCiIRKQYk+zjtrcdmxd7eaXcOYZ3uD9Dkr9BQgKK06dPl32RtjAQInjTS03szmpkXZ0paZOyfNzX9YWZ2bv5jZWFxaXmlurp2YtPcCGiLVKXmLOYWlNTQRokKzjIDPIkVnMaXX0b+6RUYK1P9A4cZhAkfaNmXgqOTourGYVR0Ea6x6IhUC8iwGzXLsDyfqEdH38oyqtaY32w0mi1Gmb/TYqxed6S119wOGA18NkaNTHAcVf92e6nIE9AoFLe2E7AMw4IblEJBWenmFjIuLvkAOo5qnoANi/E3Jd10So/2U+NKIx2rzycKnlg7TGLXmXC8sK+9kfiW18mxvxsWUmc5ghaPi/q5opjSUTS0Jw0IVENHuDDS3UrFBTdcoAuw4kJ4+pS+T07qfrDjb39v1PYPJnHMk0/kM9kiAWmRffKVHJM2EeSG3JJ78uD99O68X97vx9YpbzKzTl7A+/MfSACc/Q==</latexit>

GLLM
[concept 5]

[
[concept_2, …, concept_5],
[concept_5, …, …],
[…, …, …],
[…, …, …],
[… ,…, concept_4],
[concept_4, …, concept_3]
]

Identified Relationships

<latexit sha1_base64="gCrs751eP1iu0iX+gnEtmMAT10c=">AAACC3icdVBNSxxBEO0xanTjxyY5eml2EXIaetT9uklyiAcFBVeF3XXo6a3VZnt6hu4acRnmnkv+Si45KJJr/oA3/429H4KKPih4vFdFVb0oVdIiYw/e3If5hcWPS8ulTyura+vlz19ObJIZAW2RqMScRdyCkhraKFHBWWqAx5GC02j4Y+yfXoGxMtHHOEqhF/MLLQdScHRSWK78DPMuwjXmItECUuyGO0VxPtP29w+KIixXmV/frm016pT5AWOtVnNMaqxRa9HAZxNUyQyHYfm+209EFoNGobi1nYCl2Mu5QSkUFKVuZiHlYsgvoOOo5jHYXj75paCbTunTQWJcaaQT9flEzmNrR3HkOmOOl/a1Nxbf8joZDpq9XOo0Q9BiumiQKYoJHQdD+9KAQDVyhAsj3a1UXHLDBbr4Si6Ep0/p++Rkyw/q/vbRTnX3+yyOJbJBKuQbCUiD7JI9ckjaRJBf5A+5Ibfeb++vd+f9m7bOebOZr+QFvP+P4X+cQA==</latexit>

GLLM
concept 4

<latexit sha1_base64="YvGWO7ThaZurP6TDZzG0qwaSaNs=">AAACC3icdZA9SwNBEIb3/DZ+RS1tFoNgddwZNaYTLbRQUDAqJPHY20zM4t7esTsnhuN6G/+KjYUitv4BO/+NmxhBRV9YGJ53htl5w0QKg5737gwNj4yOjU9MFqamZ2bnivMLpyZONYcaj2Wsz0NmQAoFNRQo4TzRwKJQwll4tdvzz65BGxGrE+wm0IzYpRJtwRlaFBSX94KsgXCDGY8VhwQbQTnPLwbs4OAwz4NiyXP99Y1qeZN6bqXir3kV2iPV6pZPfdfrq0QGOgqKb41WzNMIFHLJjKn7XoLNjGkUXEJeaKQGEsav2CXUbalYBKaZ9W/J6YolLdqOtX0KaZ9+n8hYZEw3Cm1nxLBjfns9+JdXT7G91cyESlIExT8XtVNJMaa9YGhLaOAou7ZgXAv7V8o7TDOONr6CDeHrUvp/cbrm+ptu+Xi9tL0ziGOCLJFlskp8UiHbZJ8ckRrh5Jbck0fy5Nw5D86z8/LZOuQMZhbJDzmvH+FfnEA=</latexit>

GLLM
concept 3

<latexit sha1_base64="f3LNP0y4IX0Hi7J/ufNsDczxcbE=">AAACC3icdVA9SwNBEN3z2/gVtbRZDILVcRcTk1K00EJBwaiQxGNvM9HFvb1jd04Mx/U2/hUbC0Vs/QN2/hs3MYKKPhh4vDfDzLwwkcKg5707I6Nj4xOTU9OFmdm5+YXi4tKJiVPNocFjGeuzkBmQQkEDBUo4SzSwKJRwGl7t9P3Ta9BGxOoYewm0I3ahRFdwhlYKiqu7QdZCuMGMx4pDgq2gnOfnQ21//yDPg2LJc736Zq3uU8/1K/5GtWZJvVqrlKvUd70BSmSIw6D41urEPI1AIZfMmKbvJdjOmEbBJeSFVmogYfyKXUDTUsUiMO1s8EtO16zSod1Y21JIB+r3iYxFxvSi0HZGDC/Nb68v/uU1U+zW25lQSYqg+OeibiopxrQfDO0IDRxlzxLGtbC3Un7JNONo4yvYEL4+pf+Tk7Lrb7obR5XS1vYwjimyQlbJOvFJjWyRPXJIGoSTW3JPHsmTc+c8OM/Oy2friDOcWSY/4Lx+AN0EnD0=</latexit>

GLLM
concept 2

<latexit sha1_base64="eOP/k98vkbUTBQam1XtDLGinjRk=">AAACC3icdVBNT9tAEF2HtkBoS4Ajl1UipJ4su0kw3FA5wIFKIDUfUpJa682ErLJeW7tj1MjynQt/hUsPRYhr/wA3/g2bDyRatU8a6em9Gc3Mi1IpDHrek1NaefP23eraennj/YePm5Wt7bZJMs2hxROZ6G7EDEihoIUCJXRTDSyOJHSiyfHM71yBNiJR33CawiBml0qMBGdopbBSPQnzPsIPzHmiOKTYD/2i+L7Uzs6+FkVYqXlu0AgaBwH13H2/Gfh1Sw6bfrNZp77rzVEjS5yHlcf+MOFZDAq5ZMb0fC/FQc40Ci6hKPczAynjE3YJPUsVi8EM8vkvBd2zypCOEm1LIZ2rrydyFhszjSPbGTMcm7+9mfgvr5fh6GCQC5VmCIovFo0ySTGhs2DoUGjgKKeWMK6FvZXyMdOMo42vbEN4+ZT+n7Q/u/6+W79o1I6+LONYI7ukSj4RnwTkiJySc9IinFyTW/KL3Dk3zk/n3nlYtJac5cwO+QPO72fkkJxC</latexit>

GLLM
concept 1

Concept-Specific
KGsConcepts in 

Each Visit

Construction Pipeline

Example
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Step 1.2 Semantic Clustering

The same entity/relation from different knowledge sources 
may have different names.

• We apply embedding clustering to form new 
entity/relation set in the concept KG

"continuation of treatment": [
"continuation of treatment",
"continued treatment",
"continuation of treatments"

],

"underlying heart condition": [
"underlying cardiac condition",
"underlying heart conditions",
"underlying heart disease",
"underlying cardiac disease",
"underlying heart condition"

],
⋮

Entity clustering example Relation clustering example

"does not significantly impact": [
"not significantly impacts",
"does not substantially impact",
"does not significantly impact",
"do not substantially impact",
"do not significantly impact",
"not significantly impacting",
"not significantly impact",
"doesn't significantly impact",
"don't significantly impact"

],
⋮
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Step 1.3 KG Community Indexing

• Use Leiden* to partition the concept KG into 
communities, with 𝑛 runs to get a diverse set

• Prompt an LLM to summarize each 
community regarding specific themes.

*Traag, Vincent A., Ludo Waltman, and Nees Jan Van Eck. "From Louvain to Leiden: guaranteeing well-connected communities."
Scientific reports 9.1 (2019): 1-12.

KG Community 

Chronic Kidney 
Disease

Diabetes

Anemia

Hypertension

Iron 
Supplementation

leads to
causecause

treat

“Chronic Kidney Disease (CKD), commonly caused by 
Diabetes and Hypertension, can lead to Anemia, 
characterized by a decreased number of red blood cells. 
Anemia may cause symptoms such as fatigue and 
shortness of breath, increasing the risk of hospital 
readmissions. To prevent readmissions in CKD patients, 
it is essential to manage the underlying causes, monitor 
hemoglobin levels, treat Anemia with Iron 
Supplementation, and ensure treatment adherence.”

Theme-Specific Summarization

“Diabetes and Hypertension are major risk 
factors for Chronic Kidney Disease (CKD). As 
CKD progresses, it can lead to complications 
such as Anemia, which can further increase 
morbidity and mortality. Early detection and 
management of Diabetes and Hypertension are 
crucial in preventing the development and 
progression of CKD, ultimately reducing the risk 
of premature death in these patient populations.”

Theme: Mortality Theme: Readmission
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“Can we design a framework integrating high-utility knowledge retrieval and reliable reasoning for interpretable & precise prediction?”

Challenge 1: How to enable high-utility knowledge retrieval? We need high-quality knowledge source!

“Now we have high-quality knowledge source, what’s next?” We need to retrieve knowledge with high 
coverage of patient’s EHR, low repetition …
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Step 2.1 Patient Base Context Construction
Example:
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Step 2.2 Patient Context Augmentation
• We dynamically retrieve knowledge (community summaries) 

that maximize the relevance score considering node hits, 
coherence, recency, and theme relevance.
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“Can we design a framework integrating high-utility knowledge retrieval and reliable reasoning for interpretable & precise prediction?”

Challenge 1: How to enable high-utility knowledge retrieval? We need high-quality knowledge source!

We need to retrieve knowledge with high 
coverage of patient’s EHR, low repetition …

Challenge 2: How to enable reliable reasoning by LLM?

Easier to learn if the reasoning chain (rationale) 
is in a uniform format.

Need to fine-tune an LLM with EHR data



Given the following task description, patient EHR context, similar patients, retrieved medical knowledge, 
and ground truth label, provide a step-by-step reasoning process that leads to the correct prediction:

========================================
# Task #
{task_description}
========================================
# Patient EHR Context #
{context}
========================================
# Similar Patients #
{similar_patients}
========================================
# Retrieved Medical Knowledge #
{medical_knowledge}
========================================
# Ground Truth #
{ground_truth}
========================================

Please provide a step-by-step reasoning process that leads to the correct prediction based on the 
patient's context, similar patients, and the retrieved relevant medical knowledge.

The reasoning chain should follow this structured format:

1. Patient Overview: Check the key information in the patient's context, with the Key Considerations from 
the task description in mind.
2. Relevant Retrieved Medical Knowledge: Highlight the retrieved medical knowledge pertinent to the 
patient's condition.
3. Comparison with Similar Patients: Analyze the similarities and differences between the patient and similar 
patients, explaining how these factors influence the prediction.
4. Reasoning Towards Prediction: Integrate the above information to logically reason towards the 
predicted outcome.
5. Conclusion: Summarize the reasoning and state the prediction without mentioning the ground truth.

The reasoning should be comprehensive, medically sound, and clearly explain how the patient's 
information leads to the predicted outcome.

Important Notes:
- Do not mention the ground truth label in the reasoning process.
- Use the relevant knowledge as needed.
- Analyze the similarities and differences between the patient and similar patients to justify the prediction.

After generating the reasoning chain, please review it and indicate your confidence in the reasoning 
chain at the end.

Options of confidence: [Very Confident, Confident, Neutral, Not Confident, Very Not Confident.]

Output Format:

# Reasoning Chain #

1. Patient Overview:
[YOUR OUTPUT]

2. Relevant Retrieved Medical Knowledge:
[YOUR OUTPUT]

3. Comparison with Similar Patients:
[YOUR OUTPUT]

4. Reasoning Towards Prediction:
[YOUR OUTPUT]

5. Conclusion:
[YOUR OUTPUT]

# Confidence #
[CONFIDENCE ("Very Confident", "Confident", "Neutral", "Not Confident", "Very Not Confident")]

Methodology – KARE
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Challenge 2: How to enable reliable reasoning by LLM?

Augmented 
patient context
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Challenge 2: How to enable reliable reasoning by LLM?

Given the following task description, patient EHR context, similar patients, retrieved medical knowledge, 
and ground truth label, provide a step-by-step reasoning process that leads to the correct prediction:

========================================
# Task #
{task_description}
========================================
# Patient EHR Context #
{context}
========================================
# Similar Patients #
{similar_patients}
========================================
# Retrieved Medical Knowledge #
{medical_knowledge}
========================================
# Ground Truth #
{ground_truth}
========================================

Please provide a step-by-step reasoning process that leads to the correct prediction based on the 
patient's context, similar patients, and the retrieved relevant medical knowledge.

The reasoning chain should follow this structured format:

1. Patient Overview: Check the key information in the patient's context, with the Key Considerations from 
the task description in mind.
2. Relevant Retrieved Medical Knowledge: Highlight the retrieved medical knowledge pertinent to the 
patient's condition.
3. Comparison with Similar Patients: Analyze the similarities and differences between the patient and similar 
patients, explaining how these factors influence the prediction.
4. Reasoning Towards Prediction: Integrate the above information to logically reason towards the 
predicted outcome.
5. Conclusion: Summarize the reasoning and state the prediction without mentioning the ground truth.

The reasoning should be comprehensive, medically sound, and clearly explain how the patient's 
information leads to the predicted outcome.

Important Notes:
- Do not mention the ground truth label in the reasoning process.
- Use the relevant knowledge as needed.
- Analyze the similarities and differences between the patient and similar patients to justify the prediction.

After generating the reasoning chain, please review it and indicate your confidence in the reasoning 
chain at the end.

Options of confidence: [Very Confident, Confident, Neutral, Not Confident, Very Not Confident.]

Output Format:

# Reasoning Chain #

1. Patient Overview:
[YOUR OUTPUT]

2. Relevant Retrieved Medical Knowledge:
[YOUR OUTPUT]

3. Comparison with Similar Patients:
[YOUR OUTPUT]

4. Reasoning Towards Prediction:
[YOUR OUTPUT]

5. Conclusion:
[YOUR OUTPUT]

# Confidence #
[CONFIDENCE ("Very Confident", "Confident", "Neutral", "Not Confident", "Very Not Confident")]

Uniform-formatted 
output



[Reasoning] Given the following task description, patient EHR 
context, similar patients, and retrieved medical knowledge, 
please provide a step-by-step reasoning process that leads to 
the prediction outcome based on the patient's context and 
relevant medical knowledge. After the reasoning process, 
provide the prediction label (0/1).

========================================
# Task #
{task_description}
========================================
# Patient EHR Context #
{context}
========================================
# Similar Patients #
{similar_patients}
========================================
# Retrieved Medical Knowledge #
{medical_knowledge}
========================================

# Reasoning #
{reasoning}

# Prediction #
{Label (0/1)}

Fine-Tuning Input (Reasoning)

Fine-Tuning Output (Reasoning)

[Label Prediction] Given the following task description, patient 
EHR context, similar patients, and retrieved medical knowledge, 
please directly predict the label (0/1)

========================================
# Task #
{task_description}
========================================
# Patient EHR Context #
{context}
========================================
# Similar Patients #
{similar_patients}
========================================
# Retrieved Medical Knowledge #
{medical_knowledge}
========================================

Fine-Tuning Input (Label Prediction)

{Label (0/1)}

Fine-Tuning Output (Label Prediction)

Methodology – KARE
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Challenge 2: How to enable reliable reasoning by LLM? Templates used for fine-tuning
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KARE – Knowledge Aware Reasoning-Enhanced HealthCare Prediction
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Datasets: MIMIC-III and MIMIC-IV
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Tasks: (1) Mortality Prediction, (2) Readmission Prediction. Both are binary classification task.

“Will this patient die in the next visit?”

“Will this patient be readmitted within 15 days?”
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Metrics: (1) Accuracy, (2) Macro-F1, (3) Sensitivity, (4) Specificity

Accuracy measures the overall proportion of correct predictions

Macro-F1 provides a balanced measure that is particularly important for 
imbalanced datasets

Sensitivity quantifies the model’s ability to correctly identify high-risk 
pateints (e.g., correctly predict the patient who will die in the next visit)

Specificity quantifies the model’s ability to correctly identify low-risk 
pateints (e.g., correctly predict the patient who will not die in the next visit)
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Main Results (MIMIC-III)

1. For mortality prediction where the data is 
extremely imbalanced (5.42% positive 
labels), most ML models performed poor

2. LM+ML based methods improved the 
performance by leveraing external 
knowledge

3. Zero-shot, few-shot, and backbone-
finetuned LLM-based methods perform 
worse than traditional ML methods in 
most cases

4. Classic RAG can even downgrade the 
performance in zero-shot setting

5. KARE significantly outperforms all the 
previous methods

1

4

5

2

3
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Main Results (MIMIC-IV)

1. For mortality prediction where the data is 
extremely imbalanced (5.42% positive 
labels), most ML models performed poor

2. LM+ML based methods improved the 
performance by leveraing external 
knowledge

3. Zero-shot, few-shot, and backbone-
finetuned LLM-based methods perform 
worse than traditional ML methods in 
most cases

4. Classic RAG can even downgrade the 
performance in zero-shot setting

5. KARE significantly outperform all 
the previous methods
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Ablation Study

Key findings:

1. Both retrieved knowledge and reasoning chain significantly contribute to the performance gain
2. When the data is imbalanced (MIMIC-III-Mortality), similar pateint retrieval could hurt the performance
3. Without retrieved knowledge, the LLM could easily encounter overfitting issue

Study the components of fine-tuning

3

3
2

1
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Ablation Study

Study the components of retrieval algorithm and retrieval knowledge sources

(N.H.: node hits, Coh.: coherence, Rec.: recency, T.R.: theme 
relevance, DGRA: dynamic retrieval alg.)

(KGs constructed by bio-KG, bio-
corpus, and LLM, respectively)

1. Node hits and DGRA are crucial factors to control the utility of  retrieved knowledge, while other factors are 
also important

2. KGs constructed by bio-corpus (PubMed Abstract) and LLM contribute most, while the removal of KG 
constructed by UMLS has minor impact

Key findings:
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Human Evaluation 
- We hired 3 MD students and 1 MD professional to evaluate 50 (35 correct and 15 

incorrect predictions) randomly selected reasoning chains generated by KARE
- Five mertics: consistency, correctness, specificity, hepfulness, human (expert)-likeness 1. Reasoning chains leading to incorrect 

clinical predictions consistently score 
lower across all metrics
• Highlights the critical role of 

high-qulaity reasoning chains

2. Human-likeness is notably lower for 
readmission prediction. This is because 
it is inherently difficult for clinicians 
gieven limited information (KARE 
outperforms all the 4 experts on 
this task given these samples) 

3. Some conflictions between reasoning 
chains and the label predictions were 
observed, indicating a room for future 
improvement

Discussions: 
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Efficiency Analysis

The training of KARE is more efficient than 
base LLM w/ Classic RAG, and is even faster 
than some ML models
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EHR example
Knowledge Retrieved by KARE

Example of Knowledge Retrieval by KARE
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# Reasoning#
1. **Patient Overview**:
The patient has a history of polyhydramnios, other complications of pregnancy, thyroid disorders, and ob-related trauma to the perineum and vulva. The patient underwent 
repair of current obstetric laceration and other procedures to assist delivery. Postpartum medications include throat preparations, antiinflammatory and antirheumatic products, 
analgesics, antipyretics, agents for hemorrhoids and anal fissures, antipruritics, drugs for constipation, bacterial and viral vaccines, antacids, calcium supplements, and thyroid 
preparations.

2. **Relevant Retrieved Medical Knowledge**:
- Polyhydramnios can increase the risk of preterm labor and premature rupture of membranes, potentially leading to complications after delivery that require close monitoring 
and readmission.
- Thyroid disorders during pregnancy, if not properly managed, may result in adverse outcomes and increase the likelihood of postpartum complications necessitating 
readmission.
- Extensive lacerations or complications from assisted delivery may require additional care and monitoring, potentially leading to readmission.
- Proper thyroid hormone regulation is crucial postpartum, and imbalances may lead to complications requiring readmission if not closely monitored and adjusted.

3. **Comparison with Similar Patients**:
The patient shares several similarities with the two similar patients, including polyhydramnios, ob-related trauma to perineum and vulva, other complications of pregnancy, 
thyroid disorders, repair of current obstetric laceration, other procedures to assist delivery, and similar postpartum medications. However, the patient has an additional condition 
of "other complications of pregnancy" compared to the second similar patient. The first similar patient, who was readmitted within 15 days, also had this condition, along with 
"other complications of birth; puerperium affecting management of mother," which the current patient does not have.

4. **Reasoning Towards Prediction**:
The patient's history of polyhydramnios, thyroid disorders, and other complications of pregnancy, combined with the need for repair of obstetric laceration and assisted delivery 
procedures, suggests a higher risk of postpartum complications that may require readmission. The patient's similarity to the first patient, who was readmitted within 15 days and 
had the additional condition of "other complications of pregnancy," further supports this increased risk. While the patient is receiving appropriate postpartum medications and 
preventive measures, the presence of multiple risk factors and the need for close monitoring of thyroid function and potential complications from assisted delivery indicate a 
substantial likelihood of readmission within 15 days.

5. **Conclusion**:
Based on the patient's history of polyhydramnios, thyroid disorders, other complications of pregnancy, and the need for repair of obstetric laceration and assisted delivery 
procedures, along with the similarity to a patient who was readmitted within 15 days, there is a high likelihood that this patient will be readmitted to the hospital within 15 days of 
discharge.

# Prediction #
1

[Reasoning] Given the following task description, 
patient EHR context, similar patients, and retrieved 
medical knowledge, Please provide a step-by-step 
reasoning process that leads to the prediction 
outcome based on the patient's context and 
relevant medical knowledge.
After the reasoning process, provide the prediction 
label (0/1).

========================================
# Task #

Readmission Prediction Task:
Objective: Predict if the patient will be readmitted 
to the hospital within 15 days of discharge.
Labels: 1 = readmission within 15 days, 0 = no 
readmission within 15 days

Note: Analyze the information comprehensively to 
determine the likelihood of readmission. The goal is 
to accurately distinguish between patients who are 
likely to be readmitted and those who are not.

========================================
# Patient EHR Context #

Patient ID: xxxxxxx

Visit 0:
Conditions:
1. polyhydramnios and other problems of amniotic 
cavity
2. other complications of pregnancy
3. thyroid disorders
4. ob-related trauma to perineum and vulva
5. other pregnancy and delivery including normal

Procedures:
1. repair of current obstetric laceration
2. other procedures to assist delivery

Medications:
1. throat preparations
2. antiinflammatory and antirheumatic products, 
non-steroids
3. other analgesics and antipyretics in atc
4. agents for treatment of hemorrhoids and anal 
fissures for topical use
5. antipruritics, incl. antihistamines, anesthetics, etc.
6. drugs for constipation
7. bacterial and viral vaccines, combined
8. antacids
9. calcium supplements
10. thyroid preparations

========================================
# Similar Patients #

Patient ID: yyyyyyy

Visit 0:
Conditions:
1. polyhydramnios and other problems of amniotic 
cavity
2. ob-related trauma to perineum and vulva
3. other complications of pregnancy
4. thyroid disorders
5. other pregnancy and delivery including normal

Procedures:
1. repair of current obstetric laceration
2. other procedures to assist delivery
3. artificial rupture of membranes to assist delivery

Medications:
1. thyroid preparations
2. agents for treatment of hemorrhoids and anal 
fissures for topical use
3. antipruritics, incl. antihistamines, anesthetics, etc.
4. antacids
5. calcium supplements
6. other analgesics and antipyretics in atc
7. drugs for constipation
8. throat preparations
9. antiinflammatory and antirheumatic products, 
non-steroids
10. cough suppressants, excl. combinations with 
expectorants
11. opioid analgesics
12. expectorants, excl. combinations with cough 
suppressants

Label:
0

Patient ID: zzzzzzz

Visit 0:
Conditions:
1. polyhydramnios and other problems of amniotic 
cavity
2. ob-related trauma to perineum and vulva
3. other complications of pregnancy
4. thyroid disorders
5. other complications of birth; puerperium affecting 
management of mother
6. other pregnancy and delivery including normal

Procedures:
1. repair of current obstetric laceration
2. other procedures to assist delivery

Medications:
1. thyroid preparations
2. cough suppressants, excl. combinations with 
expectorants
3. drugs for constipation
4. bacterial and viral vaccines, combined
5. opioid analgesics
6. other analgesics and antipyretics in atc
7. agents for treatment of hemorrhoids and anal 
fissures for topical use
8. antipruritics, incl. antihistamines, anesthetics, etc.
9. antacids
10. calcium supplements
11. throat preparations
12. antiinflammatory and antirheumatic products, 
non-steroids
13. urologicals

Label:
1

========================================
# Retrieved Medical Knowledge #

[
1. “Polyhydramnios, a condition of excess amniotic 
fluid, can increase the risk of preterm labor and 
premature rupture of membranes. This may lead to 
complications after delivery that require close 
monitoring and potential readmission.”
2. “Thyroid disorders during pregnancy can impact 
both maternal and fetal health. If not properly 
managed, thyroid conditions may result in adverse 
outcomes and increase the likelihood of 
postpartum complications necessitating 
readmission.”
3. ”The combination of obstetric perineal trauma 
repair and the use of topical hemorrhoid treatments 
suggests uncomplicated healing, reducing the 
likelihood of readmission.”
4. "The use of antiinflammatory and analgesic 
medications postpartum is typical for managing 
pain and discomfort. However, careful monitoring is 
necessary to ensure proper pain control and avoid 
adverse effects that could prolong recovery or 
require readmission."
5. "Calcium supplements are often prescribed 
during pregnancy and postpartum to support 
maternal bone health. Adequate calcium intake 
and monitoring can help prevent complications 
and reduce the risk of readmission related to 
calcium deficiency or imbalance."
6. " The use of bacterial and viral vaccines 
combined with thyroid preparations indicates 
proactive management of the patient's thyroid 
condition and immunization status, supporting a 
lower risk of readmission.
7. "Hemorrhoids and anal fissures are common 
during pregnancy and after vaginal delivery. The 
use of topical agents for treatment suggests active 
management of these conditions, which may help 
prevent potential complications and reduce the risk 
of readmission."
8. "Individuals taking thyroid preparations are likely 
managing a pre-existing or pregnancy-related 
thyroid condition. Proper thyroid hormone 
regulation is crucial in the postpartum period. 
Imbalances in thyroid hormones may lead to 
complications requiring hospital readmission if not 
closely monitored and adjusted”
9. "Constipation is a frequent issue postpartum, and 
the use of drugs for constipation indicates active 
management. Adequate bowel function and 
prevention of severe constipation can help avoid 
complications and reduce the likelihood of 
readmission."
10. “Extensive lacerations or complications from 
assisted delivery may require additional care and 
monitoring, potentially leading to readmission.”
]

INPUT (Reasoning Task)

OUTPUT

Example of Inference by KARE
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1. We proposed KARE, a novel framework integrating high-utility meidcal knowledge retrieval and 
LLM reasoning for interpretable and precise clinical prediction tasks.

2. KARE significantly outperforms previous methods on mortality and readmission prediction tasks on 
MIMIC-III and MIMIC-IV.

3. Without highly relevant medical knowledge and reasoning, LLMs perform bad on both tasks.

4. KARE performs even better than professinal clinicians on challenging tasks like readmission 
prediction given scarce information (e.g., no demographic information)

Paper: https://arxiv.org/abs/2410.04585
Code: https://github.com/pat-jj/KARE

Thank you for your attention! 
Please feel free to ask any questions.

https://arxiv.org/abs/2410.04585
https://github.com/pat-jj/KARE


Thank you!
Patrick Jiang
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