
KG-FIT: Knowledge Graph Fine-Tuning Upon Open-World Knowledge

Introduction
Current Challenges:
• Knowledge Graph Embeddings are crucial for AI systems but often limited to structure alone
• Existing methods that combine KGs with language models face key limitations: 

o High computational costs during training and inference
o Limited ability to leverage extensive knowledge in modern LLMs
o Difficulty keeping up with rapidly evolving generative LLMs

Our Solution: KG-FIT
• A novel framework that directly incorporates knowledge from LLMs into KG embeddings
• Key innovations: 

o LLM-guided hierarchical structure construction
o Effective integration of global semantics from LLMs with local semantics from KGs
o No need to fine-tune the language models themselves
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Our Method: KG-FIT

Step 1: Entity Embedding Initialization
Create initial entity embeddings by concatenating: 

• Entity name embedding
• Entity description (generated by LLM) 

embedding

KG-FIT framework includes the following steps:

Step 2: Seed Hierarchy Construction
Apply agglomerative clustering to entity embeddings
Select optimal hierarchy using silhouette score

Step 3: LLM-Guided Hierarchy Refinement
Refine the seed hierarchy constructed with LLM’s 
suggestions through an iterative bottom-up tree 
editing process

Step 4: Knowledge Graph Fine-Tuning
1. Initialize entity and relation embeddings
2. Fine-tune the KG embedding with score 

functions (defined any base KGE models) and 
the knowledge in the entity hierarchy.
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Our KG-FIT embedding captures both local and global semantics. 
In this example, KG-FIT can accurately predict:
Local: (1) Maraviroc has drug effect on coronary artery atherosclerosis (CAA), (2) Cladribine
has drug effect of exertional dyspnea
Global: (1) Maraviroc is a type of HIV drugs, (2) Cladribine is a type of Purine Analog.

Performance Comparison

…

Key Findings:
(1) KG-FIT significantly outperforms SOTA PLM- and structure-based methods
(2) Performance gain by LHR (LLM-guided hierarchy refinement) is huge
• Suggesting the importance of high-quality hierarchical knowledge of entities

Training Insights

Key Findings:
(1) KG-FIT effectively addresses both overfitting (LHS 

)and underfitting (RHS) challenges of KGE training
(2) Hierarchical structure provides natural regularization
(3) Integration of LLM knowledge helps reach better

convergence points


