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Background

• From Knowledge Graph (KG) to Knowledge Graph Embedding (KGE)

KGE transforms entities and relations of a KG into continuous vector spaces, enabling efficient computation 
and facilitating tasks like link prediction, entity resolution, and recommendation.



Background

• Link Prediction for Knowledge Discovery

head/subject entity relation tail/object entity

Model

Triple Query: (England, contains, ?)

1. London
2. Suffolk
3. Sunderland
4. Pontefract
…

Structure-based*
Pre-trained language model-based*

* We do not include rule-based or RL-based methods in the discussion as their performance is no longer competitive.



Related Works

• Structure-based Methods

Map entities and relations into vector space

HAKE

(conceptual figure) …



Related Works

• PLM-based Methods

KG-BERT: fine-tune a PLM with sliced triples

PKGC (ACL’22) / TagReal (ACL’23): 
fine-tune a PLM with templated sliced triples

SimKGC (ACL’22): 
fine-tune a PLM with contrastive learning

⋮



Problems

Up-to-Date Global Knowledge

Fast-Iterating LLMs

Global KnowledgeLocal Knowledge

Small-scale PLMsStructure-based Methods

Pros over PLMs/LLMs: 
• Fast Training/Inference
• Low Resource
• Interpretable Embeddings
• Robustness to Sparse Data

Pros over Structure-based Methods: 
• Abundant External Knowledge
• Handling Linguistic Ambiguity

Pros over PLMs: 
• Up-to-Date Knowledge
• More comprehensive 

understanding of entities

Can we combine them?



Methodology: KG-FIT

Previous: Fine-tune LLM with KG

KG-FIT: Fine-tune KG with LLM

Open-Source 
LLMs/PLMs

<SpaceX, launched, Starlink>
<Elon Musk, founder of, Google> 

<Twitter, renamed to, X>

⋮

Classification Data

Any LLMs

i. Entity Description

⋮

Entity Knowledge

<Pikachu, “Pikachu is a fictional species 
of the Pokémon media franchise …”>

ii. Entity Hierarchy

KGs

KGs

Knowledge 
Sharing

LLM

KG

400

500

600

PLM-based KGE-based KG-FIT

Avg. Hits@10 on FB15K-237

600

700

800

PLM-based KGE-based KG-FIT

Avg. Hits@10 on PrimeKG

• Abstractive Overview



Methodology: KG-FIT
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• KG-FIT Framework
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• Illustration – Step 1

(1) We generate descriptions of all the entities within the KG 
using an LLM.

(2) We concatenate the embeddings of the entity name and 
the entity description as the initial entity embedding.

KG-FIT is “Knowledge Graph FIne-Tuning” as we are using 
LLM’s pre-trained text embedding as the starting point.
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• Illustration – Step 2

(1) We apply agglomerative clustering to the text embedding 
of all the entities in the KG.

(2) We use silhouette score 𝑆∗ to select the optimal hierarchy 
among those with different distance thresholds, as the 
seed hierarchy

* The silhouette score is a metric used to evaluate the quality of clustering by measuring 
how similar an object is to its own cluster compared to other clusters, providing a succinct 
and effective assessment of the separation and cohesion of the clusters.
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Methodology: KG-FIT

• Illustration – Step 3
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(1) For each leaf cluster, we prompt the LLM to split it into 
subclusters if needed, resulting in 

(2) For each sub-tree (parent-child triple) in             , we refine 
it through a series of actions:

which results in 

The seed hierarchy is a binary tree, which may not optimally 
represent real-world entity knowledge. 
Thus, we refine it with LLM’s understanding of entities.
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Methodology: KG-FIT

• Illustration – Step 4
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(1) Initialization of Entity and Relation Embeddings

(2) Hierarchical Clustering Constraints

(3) Semantic Anchoring Constraint

(4) Score Function-Based Fine-Tuning

(5) Training Objective: 

Random embedding Sliced text embedding

(crucial for large clusters where the diversity of 
entities may cause the fine-tuned embeddings 
to drift from original semantics)



Experiments & Findings

• Datasets

FB15K-237: 
• A subset of Freebase, a large collaborative 

knowledge base focusing on common knowledge.

YAGO3-10: 
• A subset of YAGO, a large knowledge base derived 

from multiple sources including Wikipedia, 
WordNet, and GeoNames.

PrimeKG:
• A biomedical KG integrates 20 biomedical 

resources, detailing 17,080 diseases through 
4,050,249 relationships. In this study, we extract a 
subset of PrimeKG, which contains 106,000 triples.

• Metrics

Mean Rank (MR): 
• Measures the average rank of true entities. 
Mean Reciprocal Rank (MRR):
• Averages the reciprocal ranks of true entities.
Hits@N:
• Measures the proportion of true entities in the 

top N predictions.



Experiments & Findings

• Main Results on Link Prediction

(1) KG-FIT consistently and significantly 
outperforms state-of-the-art PLM-
based and structure-based methods 
across all datasets and metrics.

(2) With LLM-guided hierarchy refinement, 
KG-FIT achieves huge performance 
gains compared to the base models 
and KG-FIT with seed hierarchy.

(3) KG-FIT is more effective for smaller KGs, 
e.g., more performance gains on 
PrimeKG (~ 0.1 million triples) than 
YAGO3-10 (~1 million triples).



Experiments & Findings

• KG-FIT can Overcome Overfitting and Underfitting Issues



Experiments & Findings

• Ablation Studies

Findings:
• Hierarchical Distance 

Maintenance is crucial for 
both datasets. Its removal 
significantly degrades 
performance across all 
metrics, highlighting the 
necessity of preserving the 
hierarchical structure in the 
embedding space. 

• Semantic Anchoring proves 
more critical for the denser 
YAGO3-10 graph, where each 
cluster contains more entities, 
making it harder to distinguish 
between them based solely on 
cluster cohesion. The sparser 
FB15K-237 dataset is less 
impacted by the absence of this 
constraint. 

• Similar to the semantics 
anchoring, the removal of Inter-
level Cluster Separation 
significantly affects the denser 
YAGO3-10 more than FB15K-
237. Without this constraint, 
entities in YAGO3-10 may not 
be well-separated from other 
clusters, whereas FB15K-237 is 
less influenced. 

• Removing Cluster Cohesion has a 
larger impact on the sparser 
FB15K-237 than on YAGO3-10. This 
difference suggests that sparse 
graphs rely more on the prior 
information provided by clusters, 
while denser graphs can learn this 
information more effectively from 
their abundant data.



Experiments & Findings

• Ablation Studies



Experiments & Findings

• Efficiency Analysis

Model Efficiency on PrimeKG. T/Ep and Inf denote 
training time per epoch and inference time.

Our KG-FIT achieves 12 times the training speed of the 
most efficient PLM-based baseline! 



Experiments & Findings

• Visualization

HAKE

KG-FIT preserves both local and global semantics! 



Fundamental KG Tasks

Beverage

Q: “Can drinking black tea
help reduce the risk of 
cardiovascular diseases?”

chronic 
diseases

Diseases

black tea

cardiovascular 
diseases

potentially 

beneficial to 

Speed & Proximal Relationship Search for Retrieval Augmented Generation (RAG)

flavonoids-
rich drink may treat

supportive 
information in KG

A: “Drinking black tea, which is 
rich in flavonoids, may help reduce 
the risk of cardiovascular 
diseases. Flavonoids are known 
for their antioxidant properties, 
which can offer protective benefits 
against such conditions.”

…

Entity Matching Across KGs
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(Potential Downstream Applications)

(1) Traditional KG Tasks: link prediction, triple classification, relation extraction, entity 
resolution, KG-based question answering (KGQA), …

(2) Entity Matching across KGs: leverage both local & global semantics to match the same 
entities with different labels in various KGs.

(3) Speed & Proximal Relationship Search for RAG: leverage the hierarchical structure of 
KG-FIT to efficiently and effectively search highly relevant triples related to the context.



Conclusions

We introduced KG-FIT, a novel framework that enhances knowledge graph (KG) embeddings by 
integrating open-world entity knowledge from Large Language Models (LLMs). 

• KG-FIT effectively combines the knowledge from LLM and KG to preserve both global and local 
semantics, achieving state-of-the-art link prediction performance on benchmark datasets. 

• It shows significant improvements in accuracy compared to the base models. Notably, KG-FIT 
can seamlessly integrate knowledge from any LLM, enabling it to evolve with ongoing 
advancements in language models. 

• Future work will explore incorporating LLM-generated summaries of KG triples in training set as 
entity descriptions, further enhancing the embedding quality.

Thank you!
Contact Patrick (pj20@illinois.edu) 
if you have further questions.

Code: https://github.com/pat-jj/KG-FIT 

mailto:pj20@illinois.edu
https://github.com/pat-jj/KG-FIT

