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Overview

• Background: from Zero-shot RE to Generative RE (GRE)
• Introduction: Why should we care about GRE’s evaluation?
• Method: GenRES (Generative Relation Extraction Scoring)
• Results: 
 (1) Why not traditional metrics but GenRES? 
 (2) Our evaluation of the leading LLMs’ GRE capabilities



Background: Traditional Relation Extraction
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Background: Zero-shot Relation Extraction

ZS-BERT [1]

[1] Chih-Yao Chen and Cheng-Te Li. 2021. ZS-BERT: Towards Zero-Shot Relation Extraction with Attribute Representation Learning. NAACL 2021

Two training objectives:
(1) Aligning Sentence Embedding and Attribute 

Vector of Relation Description

(2) Maximize the accuracy of Relation Classification
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Zero-shot Prediction:
- Nearest Neighbor Search

https://aclanthology.org/2021.naacl-main.272


Background: Generative Relation Extraction

[2] Li et al., Revisiting large language models as zero-shot relation extractors. EMNLP’23-Findings

SumAsk [2]

Sum Ask Uncertainty Measurement
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“LLMs as zero-shot relation extractors classifiers”

Background: Generative Relation Extraction

SumAsk [2]

[2] Li et al., Revisiting large language models as zero-shot relation extractors. EMNLP’23-Findings

We call such works as  
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Background: Generative Relation Extraction

Wadhwa et al. [2]

[3] Wadhwa, S., Amir, S. and Wallace, B.C., 2023. Revisiting relation extraction in the era of large language models. ACL 2023

(1) GPT few-shot reasoning

They tested two settings:
(2) Flan-T5 Large trained with GPT CoT

Predefined sets of entity types and 
relation types
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Background: Generative Relation Extraction

Wadhwa et al. [2]

[3] Wadhwa, S., Amir, S. and Wallace, B.C., 2023. Revisiting relation extraction in the era of large language models. ACL 2023

Why manual evaluation? Too many misclassified predictions as they keep entity types open! 

Automated multi-
aspect evaluation 
metrics are needed.
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Background: Generative Relation Extraction

Wadhwa et al. [2]

[3] Wadhwa, S., Amir, S. and Wallace, B.C., 2023. Revisiting relation extraction in the era of large language models. ACL 2023

We call such works as  

“LLMs as zero-shot entity extractors and 
relation classifiers”
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Introduction: Open Generative Relation Extraction

There is a third type of GRE without any limitations of entity types and relation types

“LLMs as zero-shot relationship (both entity and 
relation) extractors”

Based on extremely strong text understanding 
capabilities of LLMs. We believe that RE method in 
the LLM era should be revolutionized: 

We should transfer from the strategy

“manually defining a set of relation types” → 
“finding matches between entities”

to 

exploring as many relations and entities as 
possible without constraints → gathering and 
sorting relationships (e.g., clustering)
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Introduction: GenRES (Genarative Relation Extraction Scoring)

We believe hard matching Precision/Recall/F1 metrics are no longer adequate to evaluate GRE
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Good metrics for GRE should be able to evaluate :

1. How much content of the source text is covered by the relationships extracted (by 
comparing triples* to the source text)

2. How many unique relationships are extracted (by comparing similarity within the 
extracted triples)

3. How factual the extracted triples are, referring to the source text (by factualness 
verification treating source text as the “knowledge base”)

4. How atomic the extracted triples are (by asking LLM to split each triple)

5. How many ground truth relations are predicted (by computing soft matching recall)

* We refer relationships as triples in the format of <s, r, o> where s is subject entity, r is relation, and o is object.
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Method: GenRES – Overview
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Method: GenRES

Four workers died in a massive oil rig fire that raged for hours off the coast of 
Mexico Wednesday. Mexican state oil company Pemex said 45 workers were 
injured in the blaze, which began early Wednesday morning. Two of them are in 
serious condition, the company said. Authorities evacuated about 300 people 
from the Abkatun Permanente platform after the fire started, Pemex said. At 
least 10 boats worked to battle the blaze for hours. The fire had been 
extinguished by Wednesday night, Pemex said in a Twitter post. The company 
denied rumors that the platform had collapsed and said there was no oil spill as 
a result of the fire. The state oil company hasn't said what caused the fire on the 
platform, which is located in the Gulf of Mexico's Campeche Sound. The fire 
began in the platform's dehydration and pumping area, Pemex said. CNN's 
Mayra Cuevas contributed to this report.

[Four workers | were died in | oil rig fire], 
[45 workers | were injured in | the blaze], 
[Two workers | are in | serious condition], 

[300 people | were evacuated from | the platform],
[The fire | had been extinguished by | Wednesday night], 

[The fire | did not result in | oil spill].

Generative Relation Extraction

Triples

Text
<latexit sha1_base64="9mh5bxpOh1jINsIGjZ/QfuM+Upc=">AAAB8nicbVDLSgMxFM3UV62vqks3wSK4KjMq6rKoC5cV7AOmQ8mkmTY0kwzJHaEM/Qw3LhRx69e482/MtLPQ1gOBwzn3knNPmAhuwHW/ndLK6tr6RnmzsrW9s7tX3T9oG5VqylpUCaW7ITFMcMlawEGwbqIZiUPBOuH4Nvc7T0wbruQjTBIWxGQoecQpASv5vZjAiBKR3U371Zpbd2fAy8QrSA0VaParX72BomnMJFBBjPE9N4EgIxo4FWxa6aWGJYSOyZD5lkoSMxNks8hTfGKVAY6Utk8Cnqm/NzISGzOJQzuZRzSLXi7+5/kpRNdBxmWSApN0/lGUCgwK5/fjAdeMgphYQqjmNiumI6IJBdtSxZbgLZ68TNpnde+yfv5wUWvcFHWU0RE6RqfIQ1eoge5RE7UQRQo9o1f05oDz4rw7H/PRklPsHKI/cD5/AHd5kWI=</latexit>D

<latexit sha1_base64="PMAJCVSGq8Fn7Xuky0/XFYJL7wc=">AAACA3icbVDLSsNAFL3xWesr6k43wSK4KomKuizqwmWFvqANYTKdtEMnkzAzEUoIuPFX3LhQxK0/4c6/cdIG0dYDA2fOuZd77/FjRqWy7S9jYXFpeWW1tFZe39jc2jZ3dlsySgQmTRyxSHR8JAmjnDQVVYx0YkFQ6DPS9kfXud++J0LSiDfUOCZuiAacBhQjpSXP3O+FSA0xYmkj89Kfz02WlT2zYlftCax54hSkAgXqnvnZ60c4CQlXmCEpu44dKzdFQlHMSFbuJZLECI/QgHQ15Sgk0k0nN2TWkVb6VhAJ/biyJurvjhSFUo5DX1fmS8pZLxf/87qJCi7dlPI4UYTj6aAgYZaKrDwQq08FwYqNNUFYUL2rhYdIIKx0bHkIzuzJ86R1UnXOq6d3Z5XaVRFHCQ7gEI7BgQuowS3UoQkYHuAJXuDVeDSejTfjfVq6YBQ9e/AHxsc3dx+YDA==</latexit>

TD

Topical Distribution

KL-Divergence Topical 
Similarity Score

Latent Topics

<latexit sha1_base64="VgH3cneeFbBuI9i/S4eDRUfXfZ8=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMirqs2oULFxXsA9qhZNK0Dc1khiRTKEP/xI0LRdz6J+78GzPtLLT1QOBwzr3ck+NHnCntON9WbmV1bX0jv1nY2t7Z3bP3DxoqjCWhdRLyULZ8rChngtY105y2Iklx4HPa9Ed3qd8cU6lYKJ70JKJegAeC9RnB2khd236o3pQ6AdZDgnlSnZ527aJTdmZAy8TNSBEy1Lr2V6cXkjigQhOOlWq7TqS9BEvNCKfTQidWNMJkhAe0bajAAVVeMks+RSdG6aF+KM0TGs3U3xsJDpSaBL6ZTDOqRS8V//Pase5fewkTUaypIPND/ZgjHaK0BtRjkhLNJ4ZgIpnJisgQS0y0KatgSnAXv7xMGmdl97J8/nhRrNxmdeThCI6hBC5cQQXuoQZ1IDCGZ3iFNyuxXqx362M+mrOynUP4A+vzB3G5kuc=</latexit>

LDA(D)

Latent Topics

<latexit sha1_base64="/T0PRwZagUATsRvVYfADg9Luh30=">AAACBXicbZDLSsNAFIYn9VbrLepSF4NFqJuSqKjLql24cFGhN2hDmEyn7dDJJMxMhBKyceOruHGhiFvfwZ1v46QNoq0/DHz85xzmnN8LGZXKsr6M3MLi0vJKfrWwtr6xuWVu7zRlEAlMGjhggWh7SBJGOWkoqhhph4Ig32Ok5Y2u03rrnghJA15X45A4Phpw2qcYKW255v5t9bLU9ZEaYsTieuL+cDU5cs2iVbYmgvNgZ1AEmWqu+dntBTjyCVeYISk7thUqJ0ZCUcxIUuhGkoQIj9CAdDRy5BPpxJMrEnionR7sB0I/ruDE/T0RI1/Kse/pznRHOVtLzf9qnUj1L5yY8jBShOPpR/2IQRXANBLYo4JgxcYaEBZU7wrxEAmElQ6uoEOwZ0+eh+Zx2T4rn9ydFitXWRx5sAcOQAnY4BxUwA2ogQbA4AE8gRfwajwaz8ab8T5tzRnZzC74I+PjG/YgmEA=</latexit>

LDA(TD)

Topical Similarity Score (TS) “How much content of the source text are covered by the relationships 
extracted (by comparing triples* to the source text)”
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Uniqueness Score (US) “How many unique relationships are extracted (by comparing similarity 
within the extracted triples)”

threshold

Different triples with similar semantic meaning should be regarded as redundant, this 
score check whether a model is extracting repeated relationships or not.

Method: GenRES
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Factualness Score (FS)
Evaluate the factualness of an extracted relationship (triplet) based on 
the given source text. Indicate whether the relationship accurately 
reflects the information in the source text by responding with "true" or 
"false".
You should only output "true" or "false" with no additional information.

Example 1:
Source Text: The Great Barrier Reef, located off the coast of Australia, 
is the world's largest coral reef system. It has been severely affected 
by climate change, leading to coral bleaching.
Relationship: ["Great Barrier Reef", "affected by", "climate change"]
Factualness: true

Example 2:
Source Text: The Eiffel Tower was constructed in 1889 and is located in 
Paris, France. It is one of the most recognizable structures in the 
world.
Relationship: ["Eiffel Tower", "located in", "London"]
Factualness: false

Example 3:
Source Text: The novel "Moby-Dick" by Herman Melville features a ship 
named Pequod. The narrative follows the ship and its crew in their 
pursuit of a giant white sperm whale.
Relationship: ["Moby-Dick", "is about", "a whale named Pequod"]
Factualness: false

Source Text: $TEXT$
Relationship: $TRIPLE$
Factualness:

Fack-checking prompt:

“How factual the extracted triples are, referring to the 
source text (by factualness verification treating 
source text as the “knowledge base”)”

Method: GenRES
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Granularity Score (GS)

⋮ (9 examples)

Granularity-checking prompt:

“How atomic the extracted triples are (by asking 
LLM to split each triple)”

Method: GenRES
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Completeness Score (CS) “How many ground truth relations are predicted (by 
computing soft matching recall)”

Method: GenRES
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Method: GenRES – Overview
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Datasets

2 document-level datasets:

We test on 6 datasets:

2 bag-level datasets: 2 sentence-level datasets:
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Results – why not Precision/Recall/F1 metrics?

We found that those hard matching-based metrics do 
not work for both semi-open and open GRE methods

While our Factualness Score (soft precision) and 
Completeness Score (soft recall) can well indicate the 
quality of the extract triples
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Results – why not Precision/Recall/F1 metrics and why Open GRE?
Comparative Analysis on an example of NYT10m dataset Inaccurate labels (pure recall is not reliable)

Good 
extraction 
gets all 
zeros by 
P/R/F1

Inaccurate prediction given a fixed 
set of relation types

Inaccurate entity recognition given 
a fixed set of entity types

The generation is the best 
among the three
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Results – Testing leading LLMs’ Open GRE Capabilities

On CDR and DocRED – two document-level datasets:
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Results – Testing leading LLMs’ Open GRE Capabilities

On NYT10m and Wiki20m – two bag-level datasets:
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Results – Testing leading LLMs’ Open GRE Capabilities

On TACRED and Wiki80 – two sentence-level datasets:
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Results – Testing leading LLMs’ Open GRE Capabilities
Observations:

(1) LLaMA-2-70B, GPT-4-Turbo, and OpenChat-3.5 notably lead in 
performance. Small LLM OpenChat-3.5 (7B) achieves comparable 
or even better performance than large LLMs.

(2) High Completeness Score (CS) can indicate high Factualness 
Score (FS). This means human annotations are still valuable to 
evaluate GRE with our soft matching recall. However, high FS 
does not indicate high CS, as Open GRE is not limited to the fixed 
relation/entity types.

(3) A greater number of tokens per triple does not inherently result in 
a lower Granularity Score (GS). This suggests that the GS metric 
can encourage models to identify more atomic relationships rather 
than merely focusing on brevity.

(4) No clear correlation between the number of triples, Topical 
Similarity (TS), and Uniqueness Score (US), indicating the distinct 
significance of each metric.

(5) GPT-4-Turbo outperforms human labels on factualness.
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Results – Robustness of GenRES and Its Alignment with Human Evaluation

Observations:
(1) The robustness of GenRES as an evaluation framework across different metrics
(2) In most cases, GenRES aligns well with human evaluation of generative relation extraction.
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Thank you!

Patrick (Pengcheng) Jiang
pj20@illinois.edu

Code: https://github.com/pat-jj/GenRES

mailto:pj20@illinois.edu
https://github.com/pat-jj/GenRES

