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Overview

Background: from Zero-shot RE to Generative RE (GRE)
Introduction: Why should we care about GRE’s evaluation?
Method: GenRES (Generative Relation Extraction Scoring)
Results:

(1) Why not traditional metrics but GenRES?

(2) Our evaluation of the leading LLMs’ GRE capabilities



Background: Traditional Relation Extraction

Relation extraction is a major task in the field of information extraction
e Task definition 1: Given a sentence with two annotated entities, classify

their relation (or no relation)
e Task definition 2;: Given a sentence, detect entities and all the relations

between them
o NER s required first
o Entities can be pronouns, requiring coreference resolution
o Relations can be pre-defined or discovered

Citing high fuel prices, [grg United Airlines] said [Ty Friday] it
has increased fares by [\yongy $6] per round trip on flights to some
cities also served by lower-cost carriers. [grg American Airlines], a
unit of [org AMR Corp.], immediately matched the move, spokesman
[per Tim Wagner] said. [prg United], a unit of [org UAL Corp.],
said the increase took effect [Tpg Thursday] and applies to most
routes where it competes against discount carriers, such as [[ ¢ Chicago]
to [ oc DPallas] and [ oc Denver] to [; oc San Francisco].

Entity 1 Relation Entity 2
United PartOf UAL Corp.
Tim Wagner OrgAff American Airlines



Background: Zero-shot Relation Extraction

ZS-BERT [1] Two training objectives:

(1) Aligning Sentence Embedding and Attribute

Relation Predicti . N
catontedeion - (999909 Vector of Relation Description

Sentence
Embedding a;

000000000 «

(2) Maximize the accuracy of Relation Classification
LI L L LI L L [Ho 6 HE & HZ)

L. . . " Zero-shot Prediction:
......‘3 30....

Contextual s (] e ) 50 I el | T - Nearest Neighbor Search

Representation S o e e S R e e it ;

Embedding PRIERIIENE S S S S RS Embedding Space *f(Zy) Legends
o @ -
#: at the training stage
Input Tokens es) | e (T e (T e e Tg e | T T, [[SEP] #f(X1) \‘. )
o *: at the testing stage
Born of the Sea was first published in 2003 by Viking Press in paperback format. #f(X,) *g(Dg)
&) ° (&) : Minimizing distance
Input Sentence #9(D3) #9(D;) —— : Find the nearest relation

Attribute Vector a; of - -
Relation Description L Input Sentence Relation Relation Description
0000000 0Q X1:1n 1997, Dennis Crouch and D5: organization, musical
e ; y3: member of :
Hester put together a western swing P group, or club to which
Contextual 7 | [ ] o T P Tl T (] [ 2 | band called “The Time Jumpers” the subject belongs
Representation %
- > | X,: He had roles in two 2008 films: : main . ;
Sentence-BERT Encoder o bl st gl Y7 D-: primary topic of a
the sci-fi film “Jumper” and the subject o
Embedding Ec E . e e e Em Em World War Il drama “Defiance” (seen)
w | Z;: During the Philippine—American : author
Input Tokens [CLS) | |Ta || e || || == | | = | | = | |Tm | | [SEP] 2] 41: During ; o ki Vg Saven Dy: main creator(s) of a
oy — R g War, Mark Twain wrote a short (unseen, SRR
Organization or person responsible for publishing books, games or software. 2 |p acifist story title story titled “The War Prayer” | ground truth)

Relation Description
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[1] Chih-Yao Chen and Cheng-Te Li. 2021. ZS-BERT: Towards Zero-Shot Relation Extraction with Attribute Representation Learning. NAACL 2021
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Background: Generative Relation Extraction

SumAsk [2]

Sum

[INPUT]

Savi was born in Pisa, son of Gaetano Savi, professor of Botany at the University of Pisa.

-
Summarize the relations between SUBJECT
and OBJECT from context.

Context: [INPUT]

Summarization: [SUMMARIZATION]

p (S,' | S, €5, €0, 'ri)

[1] Gaetano Savi is a professor of Botany at the
University of Pisa.

[k] At the University of Pisa, Gaetano Savi serves
as a professor specializing in Botany.

[1] Gaetano Savi holds the title of a professor in
the field of Botany at the University of Pisa.

[k] Gaetano Savi is a professor of Botany at the
University of Pisa.

U (si|S,es, e, i)

_——— Ask '

Rewrite the triple as a yes/no question.
Triple: ( SUBJECT , r;, OBJECT)
Question: [QUESTION]

P ((I? I 83 €35, €p, 7',‘)

[1] Is Gaetano Savi specifically engaged in the
field of Botany for his work?

[k] Does Gaetano Savi's professional occupation
revolve around the field of Botany?

[1] Does Gaetano Savi reside in a place related to
Botany?

[k] Is Gaetano Savi's residence associated with
the field of Botany?

U (ql |S! eSv e()ari)

Answer the question from context with yes/no.
Context: [SUMMARIZATION]

Question: [QUESTION]

Answer: [ANSWER]

p (7 = 1|si,q)

[1] Yes.

[2] No. Majority Vote

(3] Yes. — > VYes
[k] Yes.

[1] No.

(2] Yes. Majority Vote

(3] No. #» No
[k] No.

U (7-'1' =1 |Sis(h)

p (field Of Work) =p (S | S, e, emTfield_of_work) 14 (q | S, e, eo:rfie!d_of_work) 14 (fother_relation =0 | 7=field_of_work = 1) 14 (Ffield_of_work =1 | S, Q)

=p(s|S, e e, Tfield_of_work) p (q IS, es, emrfield_of_work) p (7-'field_of_work =1 | 5,q)

1/ U (s | S, es, €0, Trieta of work) U (@ | S, €s, €0, Trieta_of work) U (Tieta.of work = 1|5.9)

p (residence) = p (s | S, es, €0, Tresidence) P (q | S, €5, €0, Tresidgence) P (Tother retation = 0 | Tresidence = 1) P (Tresidence = 115,q) =0

[2] Li et al., Revisiting large language models as zero-shot relation extractors. EMNLP’23-Findings

——_ Uncertainty Measurement



Background: Generative Relation Extraction

SumAsk [2]

( Closed GRE )

Given Relations: (member of, award won, work location, ...,
father, spouse)

What are the relations between the subject entity and the object
entity expressed by the sentence?

Sentence: "Marie Curie won her first Nobel Prize in Physics for
her work on radioactivity with her husband, Pierre."

Subject: Marie Curie

Object: Pierre

9 Identified Relation: spouse )

We call such works as

“LLMs as zero-shot relation extractoers classifiers”

[2] Li et al., Revisiting large language models as zero-shot relation extractors. EMNLP’23-Findings



Background: Generative Relation Extraction

Wadhwa et al. [2]
(2) Flan-T5 Large trained with GPT CoT

They tested two settings:

%8 Smaller LLM
Few-shot In-Context Prompt O (Flan-T5 Large)
. —~ -
( 1 ) G PT feW'S hOt reasoning Text: Edward marks, an official with the ITAR explained By 1
their position... ' R
Triplets: [Edward marks:PER, work_for, ITAR:ORG] X Y
- — Explanation: Edward Marks is an official with the ITAR, = = D (1 2,
we use: List the|entities of the types|[LOCATION, therefore it can be concluded that he works for ITAR.<s> e Raiailaiis. .
P——— | [T e reasonable explanation. Exp_la_natlon s
ORGANIZATION, PERSON ] and|relations Of types Text: NASA administrator Bill Nelson said in his historic Text:.. Relations: ...
H H : speech that this mission... Foxts . eneenRe Explanation: ... ...
[Org ariezasion Based 1 ", _WO': k For, LO cated In, {,tve Triplets: [Bill Nelson:PER, work_for, NASA:ORG] e el
In, Kill] among the entities in the given text. Since Explanation: ) e I ¥ Relationss "
—— J W J " Explanation: ...

Bill Nelson is the administrator of NASA, therefore it
can be concluded that he works for NASA.<s>

Predefined sets of entity types and

relation types
- O CoT Explanations
o1k = AoI0iS

Massive LLM (GPT-3)
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[3] Wadhwa, S., Amir, S. and Wallace, B.C., 2023. Revisiting relation extraction in the era of large language models. ACL 2023



Background: Generative Relation Extraction

Wadhwa et al. [2]

Why manual evaluation? Too many misclassified predictions as they keep entity types open!

ADE

Four days after the initial injection of 3.6 mg of goserelin
acetate, severe dyspnea developed due to worsening
pleuritis carcinomatosa, which was considered as a flare-up.

Reference Wrong, but counted
[(‘goserelin acetate’,'flare’)] as a false negative
Generated Correct, but counted

[(‘goserelin acetate', 'severe dyspnea’)] as false positives

NYT

Some have called for a memorial to the lynched youth to join
the many other shrines here in Waco, a city of 113,000
neighboring President Bush's ranch in Crawford, and home
to Baylor University, founded in 1845, the first institution of
higher learning in Texas and the largest baptist university in
the world.

Reference

[(‘texas', '/location/contains', 'waco’)]

Generated

[(‘texas', '/location/contains', 'waco’), Correct, but counted
(‘texas', '/location/contains', 'crawford’)] as a false positive

CoNLL04

On Friday, U.S. Ambassador Vernon A. Walters displayed
photographs of one Libyan jet showing shapes resembling
missile pods on its wings and fuselage.

Wrong, but counted

Reference )
as a false negative

[(‘Vernon A. Walters', 'Live_In', ‘U.S.’")]

Generated Correct, but counted
[(‘Amb. Vernon A. Walters', 'Work_For', ‘U.S’)] asafalse positive

Out-of-Domain (CoNLLO04)

In 1881 , President James A. Garfield was shot by Charles J.
Guiteau, a disappointed office-seeker, at the Washington
railroad station.

Reference
[('Charles J. Guiteau', 'Kill', 'President James A. Garfield')]

Generated
[(‘James A. Garfield', 'Shot_By', 'Charles J. Guiteau')]

Figure 2: Examples of misclassified FPs and FNs from GPT-3 (generated under few-shot in-context prompting
scheme) under traditional evaluation of generative output. In each instance, the entity-type of subject and object

was correctly identified.

Future directions We have left several avenues
open for further exploration. For example, evalu-
ating LLMs like GPT-3 for RE required collecting
manual annotations to identify ostensible “false
positive” and “false negative” model outputs which
were in fact accurate. Designing models to auto-
mate this evaluation might provide similar reliabil-
ity without the accompanying costs; we provide

preliminary work in this direction through the use
of simple BERT-style classifiers in Appendix D.

Automated multi-
— aspect evaluation
metrics are needed.
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Background: Generative Relation Extraction

Wadhwa et al. [2]

Semi-open GRE

List the relation of the types (member of, award won, work
location, ..., father, spouse) among the entity types (PERSON,
WORK _FIELD, AWARD)

We call such works as <EXAMPLE>

Sentence: "Marie Curie won her first Nobel Prize in Physics for
her work on radioactivity with her husband, Pierre."

Relations: [[Marie Curie, spouse, Pierre], [Marie Curie,
award won, Nobel Prize|, [Marie Curie, work on, Physics]]

N\

“LLMs as zero-shot entity extractors and
relation classifiers”

[3] Wadhwa, S., Amir, S. and Wallace, B.C., 2023. Revisiting relation extraction in the era of large language models. ACL 2023
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Introduction: Open Generative Relation Extraction

There is a third type of GRE without any limitations of entity types and relation types

s

Open GRE

Given a sentence, identify and list the relationships between
entities within the text.

Provide a list of triplets in the format [ [ENTITY 1°,
"‘RELATIONSHIP®, "ENTITY 2']. The relationship is directed,
so the order of entities in each triplet matters.

<EXAMPLE>

Sentence: "Marie Curie won her first Nobel Prize in Physics for
her work on radioactivity with her husband, Pierre.”

Relations: [[Marie Curie, won, Nobel Prize in Physics],
[Marie Curie, worked on, radioactivity], [Marie Curie,
worked with, Pierre], [Radioactivity, researched by, Marie
Curie and Pierre], [Marie Curie, was awarded for, work on
radioactivity], [Marie Curie, is married to, Pierre], [Pierre,
is the husband of, Marie Curie|, [Marie and Pierre,
collaborated on, radioactivity research], [Nobel Prize in
Physics, awarded for, work on radioactivity], ...

\

“LLMs as zero-shot relationship (both entity and
relation) extractors”

Based on extremely strong text understanding
capabilities of LLMs. We believe that RE method in
the LLM era should be revolutionized:

We should transfer from the strategy

“manually defining a set of relation types” —
“finding matches between entities”

to
exploring as many relations and entities as

possible without constraints — gathering and
sorting relationships (e.g., clustering)

14



Introduction: GenRES (Genarative Relation Extraction Scoring)

We believe hard matching Precision/Recall/F1 metrics are no longer adequate to evaluate GRE

Good metrics for GRE should be able to evaluate :

1.

How much content of the source text is covered by the relationships extracted (by
comparing triples* to the source text)

How many unique relationships are extracted (by comparing similarity within the
extracted triples)

How factual the extracted triples are, referring to the source text (by factualness
verification treating source text as the “knowledge base”)

How atomic the extracted triples are (by asking LLM to split each triple)

How many ground truth relations are predicted (by computing soft matching recall)

* We refer relationships as triples in the format of <s, r, 0> where s is subject entity, r is relation, and o is object.



Method: GenRES — Overview

Generative Relation Topical Similarity Score (TS) Factualness Score (FS)
Extraction (GRE) LDA(D) LDA(T2)
) ) KL-Divergence a D
Text D “
(sentence/
bag/ |—| Ty ( ) T2 ( ) T3 ( ) T4 ( )
G document) Latent Topics Latent Topics ‘ ‘ ‘ ‘
l Uniqueness Score (US) @ @ @ @
Tp, Tp
2
@ven a text, extrapolate \ T1( J T1( ) ‘ ‘ ‘ ‘
as many relationships as To( T ) 2\ ()
possible from it and T3 \ Tg: : \V/ <V/ ® \VI/
provide a list of updates. o
T4l ) - 3
[Examples] CosSim(vy, vy) & 1 -—) U(T'Dl) ~ U(sz) T1, T2, T4 supported map f(D,Tp) = 1
Text: $TEXT$
Qelations / Granularity Score (GS) Completeness Score (CS)
— oes T
Gold Standard Triples 7,
@ l GRE T1( 1< C— Npy, =3 Triples 75 Soft match  (When available)
T C— . T )
Triples Tp it l J—_ — YO iy F\.Té' |
4 - ;
i . =" sl ) i !
T2 ) @ split (through prompting) T4l /T(}l ]
T3( ) 5
T4l J e 3 +1414e2 3
9(Tp) = 7 = 0.546 T1,T4, T4 recalled wap c(Tp,Tp) = =



Method: GenRES

Topical Similarity Score (TS)

(@

Text D
Four workers died in a massive oil rig fire that raged for hours off the coast of
Mexico Wednesday. Mexican state oil company Pemex said 45 workers were
injured in the blaze, which began early Wednesday morning. Two of them are in
serious condition, the company said. Authorities evacuated about 300 people
from the Abkatun Permanente platform after the fire started, Pemex said. At
least 10 boats worked to battle the blaze for hours. The fire had been
extinguished by Wednesday night, Pemex said in a Twitter post. The company
denied rumors that the platform had collapsed and said there was no oil spill as
a result of the fire. The state oil company hasn't said what caused the fire on the
platform, which is located in the Gulf of Mexico's Campeche Sound. The fire
began in the platform's dehydration and pumping area, Pemex said. CNN's
Mayra Cuevas contributed to this report.

Generative Relation Extraction @

Triples 7o

[Four workers | were died in | oil rig fire],
[45 workers | were injured in | the blaze],
[Two workers | are in | serious condition],
[300 people | were evacuated from | the platform],
[The fire | had been extinguished by | Wednesday night],
[The fire | did not result in | oil spill].

Topical Distribution

=

LDA(D)

a0

Latent Topics

KL-Divergence

LDA(Tp)

Latent Topics

“How much content of the source text are covered by the relationships
extracted (by comparing triples* to the source text)”

Topical

Similarity Score

t(D,T5) =e

— K | LDA(D);log (M

LDA(TA);

17
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Method: GenRES

“How many unique relationships are extracted (by comparing similarity

Uniqueness Score (US) within the extracted triples)”

Uniqueness Score (US)
T, Tp, u(Tp ZZ CosSim(v;, v;) < @)

T1( T n(n —1
1 10 ) ) = pwr
T2l T2( ) /
T3 ) T3( )
)

T4t CosSim(va, v4) =~ 1 - U(T’Dl) ~ ’U,(TDQ) threshold

Different triples with similar semantic meaning should be regarded as redundant, this
score check whether a model is extracting repeated relationships or not.

18



Method: GenRES

Factualness Score (FS)

“How factual the extracted triples are, referring to the
source text (by factualness verification treating

source text as the “knowledge base”)”

Factualness Score (FS)

f(D,Tp) =

To|

1

3
T1, T2, T4 supported map f(D,Tp) = =

4

Z [T is supported by D]
T€TD

Fack-checking prompt:

the given source text. Indicate whether the relationship accurately
reflects the information in the source text by responding with "true" or
"false".

You should only output "true" or "false" with no additional information.

Example 1:

Source Text: The Great Barrier Reef, located off the coast of Australia,
is the world's largest coral reef system. It has been severely affected
by climate change, leading to coral bleaching.

Relationship: ["Great Barrier Reef", "affected by", "climate change"]
Factualness: true

Example 2:

Source Text: The Eiffel Tower was constructed in 1889 and is located in
Paris, France. It is one of the most recognizable structures in the
world.

Relationship: ["Eiffel Tower", "located in", "London"]

Factualness: false

Example 3:

Source Text: The novel "Moby-Dick" by Herman Melville features a ship
named Pequod. The narrative follows the ship and its crew in their
pursuit of a giant white sperm whale.

Relationship: ["Moby-Dick", "is about", "a whale named Pequod"]
Factualness: false

Source Text: $TEXT$
Relationship: $TRIPLE$
Factualness:



Method: GenRES

Granularity Score (GS)

“How atomic the extracted triples are (by asking
LLM to split each triple)”

Granularity Score (GS)

T1(

T2(

T3(

C—/
'< 4 Nry
—/)

— )

T4\

| —

= N,

> )
@ split (through prompting)

e 34+1+1+e 2

= 0.546

9(Tp) =

Granularity-checking prompt:

-
; Evaluate the given triple for its potential to be split into more specific sub-triples. Provide the
| sub-triples in the format [e, r, o] and give the total count. If no split is necessary, explain

| briefly.

Example 1:

Triple: ["text messaging", "has popularized", "the use of abbreviations"]
Sub-triples: N/A (The triple is already specific and cannot be broken down further.)
Granularity: @

Example 2:
Triple: ["electric cars", "offer benefits like", "energy efficiency and environmental friendliness"]
Sub-triples:

["electric cars", "offer benefits like", "energy efficiency"]

["electric cars", "offer benefits like", "environmental friendliness"]

Granularity: 2

Example 3:
i Triple: ["exercise", "boosts", "health"]
:Sub-triples: N/A (The relationship is direct and does not need further granularity.)

iGranularity: (%]

e ——-

1

iExample 4:

| Triple: ["trees", "provide", "oxygen, shade, and habitats"]
| Sub-triples:

| ["trees", "provide", "oxygen"]

:["trees", "provide", "shade"]

:["trees", "provide", "habitats"]

iGranularity: 3

)

: (9 examples)

EExample 8:

! Triple: ["global warming", "causes", "climate change and associated phenomena like sea-level rise"]
| Sub-triples:

| ["global warming", "causes", "climate change"]

| ["global warming", "causes", "sea-level rise"]

iGranularity: 2
1
1

1
I
I
]
]
I
|}
I
I
I
]
|}
|}
]
]
]
:Example 9: !
:Triple: ["antibiotics", "treat", "bacterial infections"] !
! Sub-triples: N/A (The triple is specific, conveying a singular relation between antibiotics and !
| bacterial infections.) |
| Granularity: © i
I
I
]
]
I
I
I
]
I
]

1

1

:Prompt:

| Triple: $TRIPLE$
! Sub-triples:

1



Method:

Completeness Score (CS)

GenRES

Completeness Score (CS)

Gold Standard Triples 77,
(when available)

Triples 7p soft match

)

71l Tol J

T2( — ]
T3( ) ‘7’
/

T5l J

T1,T4, Ty recalled map (75, 7p)

3

ot

o(Tp, Tp)

“How many ground truth relations are predicted (by
computing soft matching recall)”

_ {7" € TL|3r € Tp,sim(1,7") > ¢}

7ol

21



Method: GenRES — Overview

Generative Relation Topical Similarity Score (TS) Factualness Score (FS)
Extraction (GRE) LDA(D) LDA(T2)
) ) KL-Divergence a D
Text D “
(sentence/
bag/ |—| Ty ( ) T2 ( ) T3 ( ) T4 ( )
G document) Latent Topics Latent Topics ‘ ‘ ‘ ‘
l Uniqueness Score (US) @ @ @ @
Tp, Tp
2
@ven a text, extrapolate \ T1( J T1( ) ‘ ‘ ‘ ‘
as many relationships as To( T ) 2\ ()
possible from it and T3 \ Tg: : \V/ <V/ ® \VI/
provide a list of updates. o
T4l ) - 3
[Examples] CosSim(vy, vy) & 1 -—) U(T'Dl) ~ U(sz) T1, T2, T4 supported map f(D,Tp) = 1
Text: $TEXT$
Qelations / Granularity Score (GS) Completeness Score (CS)
— oes T
Gold Standard Triples 7,
@ l GRE T1( 1< C— Npy, =3 Triples 75 Soft match  (When available)
T C— . T )
Triples Tp it l J—_ — YO iy F\.Té' |
4 - ;
i . =" sl ) i !
T2 ) @ split (through prompting) T4l /T(}l ]
T3( ) 5
T4l J e 3 +1414e2 3
9(Tp) = 7 = 0.546 T1,T4, T4 recalled wap c(Tp,Tp) = =



Datasets

We test on 6 datasets:

2 document-level datasets:

CDR (Li et al., 2016). A document-level RE
dataset comprising 1,500 PubMed abstracts. The
dataset is divided evenly for training, development,
and testing. Each abstract has been meticulously
annotated to mark the binary interactions between
chemical compounds and disease entities.

2 bag-level datasets:

NYT10m & Wiki20m (Han et al., 2019). Two
bag-level' RE datasets sourced from The New York
Times and Wikipedia, respectively. Both datasets
have manually annotated test sets.

DocRED (Yao et al., 2019). A document-level RE
dataset derived from Wikipedia and Wikidata, fea-
turing 5,053 Wikipedia documents with 132,375
entities and 56,354 relational facts. It includes hu-
man annotations for entity mentions, coreferences,
and intra- and inter-sentence relations, along with
supporting evidence.

2 sentence-level datasets:

TACRED (Zhang et al., 2017) & Wiki80 (Han
et al., 2019): Two sentence-level RE datasets. TA-
CRED includes 106,264 examples from newswire
and web texts, covering 41 relation types, us-
ing TAC KBP challenge data and crowdsourcing.
Wiki80, sourced from FewRel (Han et al., 2018),
contains 80 relations with 56,000 instances from
Wikipedia and Wikidata.
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Results — why not Precision/Recall/F1 metrics?

CDR NYT10m
C S O GT C S 0O GT

#ri 101 68 161 101 14 29 58 14
#ok 66 40 83 58 46 20 70 45
P 588 1.1 04| - 2903|52 00| -
R 587| 08 07| - 266|127 00 | -
FI 588 07 05| - 275|65 00| -
TS 119 355 77.6 9.6 103 13.4 542 87
US 875 915 830 693
FS [644 620 968 93.5|[ 723 337 84.0 84.1|
GS 846 385 431 882 842 308 62.5 856
Cs [584° 567 478 100][623" 203 534 100]

*Closed GRE, due to its use of predefined entity pairs for
relation classification, inherently exhibits high triple similarity.
Hence, we further check relation embedding similarity for the
best soft matching of triples.

Table 1: Different GRE strategies measured by
different metrics including traditional P/R/F1 and
GREScores. “C”, “S”, “O”, and “GT” denote Closed,
Semi-open, Open GRE, and ground truth, respectively.
GPT-3.5-Turbo-Instruct was used as the LLM. We high-
light he highest GREScores for each dataset.

We found that those hard matching-based metrics do
not work for both semi-open and open GRE methods

While our Factualness Score (soft precision) and
Completeness Score (soft recall) can well indicate the
quality of the extract triples
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Results — why not Precision/Recall/F1 metrics and why Open GRE?

Comparative Analysis on an example of NYT10m dataset Inaccurate labels (pure recall is not reliable)

I. Text “Peter Munk , founder and chairman of Barrick Gold in To warned that an exodus of he#d offices to other countries will cause , among
other things , lower levels of charitable donati ewer opportunities for skilled workers .”

Il. Ground Truth | [Peter Munk, place lived, Toronto], [Barrick Gold, advisors, Peter Munk], |Bamck Gold, location/, Toronto], [Barrick Gold, company, Peter Munk],

[Barrick Gold, founders, Peter Munk], [Peter Munk, company, Barrick Gold],|[Barrick Gold, place lived, Toronto]

lll. Predefined (administrative_divisions, advisors, capital, children, company, contains, country, county_seat, ethnicity, featured_film_locations, founders,
Relation Types: geographic_distribution, location, locations, majorshareholders, nationality, neighborhood_of, place_founded, place_lived, place_of_birth,

place_of _burial, place_of_death, religion)

IV. Predefined
(business, company, country, deceasedperson, ethnicity, event, film, location, neighborhood, people, person, region, time, us_county)

Entity Types:
Closed GRE Semi-open GRE Open GRE

Input: |, lll, and entity pairs in Il. Input: |, Ill, and IV. Input: | (text only).
Output:

Output: Output: [Peter Munk, founder of, Barrick Gold] (FS, CS)

Peter Munk, place founded, Toronto] J [Peter Munk, adViSOI'S, Barrick GOId] (CS) [Pete‘r Munk’ Chairmar! Of' Barrick GOId] (FS’ CS) GOOd

Barrick Gold' founders’ Eeter Munk] (FS, CS) [Peter Munk, founders, Barrick GOId] (FS, CS) [BarﬂCk GOId’ locate.d n, TorontO] (Fs! CS) eXtraCtion

[Barrick Gold, location, Toronto] (FS, CS) [Barrick Gold, location,_Toronto] (FS, CS) [Peter Munk, based in, Toronto] (FS)

[Barrick Gold, founders, Peter Munk] (FS, CS) warning, [Peter Munk, warn, effects’of exodus of head offices] (FS) gets all

[Barrick Gold, founders, Peter Munk] (FS, CS) location, otfjer countries], [exosius of head'ofﬁces, will cause, lower levels of b

[Peter Munk, founder of, Barrick Gold] (FS, CS) S, cause, lower levgls of charitable donations charitable donations] (FS) = Zeros by

[Barrick Gold, location, Toronto] (FS, CS) er opportunities fpr skilled workers] (FS, GS) [ekxl?d:s o;:\ea;i(t;:fg:es, will cause, fewer opportunities for P/R/F1
skilled workers

Evaluation: Evaluation: F/
Tranditional: P: 71.4, R: 28.6, F1: 40.8 al P:16.7, R: 14.2, F1: 15.4 Tranditional: P: 0, R: 0, F1: 0
GREScores: GREScores: GREScores:
TS: 3.6, US: 66.7, FS: 85.7, GS: 100, CS: 57.1 TS:22.1, US: \00.0, AS: 50.0, GS:85.6, CS:71.4 TS:44.9, US: 80.0, FS: 100.0, GS: 100.0, CS: 57.1
\ v
Inaccurate prediction given a fixed Inaccurate entity recognition given The generation is the best 25

set of relation types a fixed set of entity types among the three



Results — Testing leading LLMs’ Open GRE Capabilities

On CDR and DocRED - two document-level datasets:

CDR DocRED

#ri #tok TS US FS GS CS #wmi #wok TS US FS GS CS

Ground Truth 10.1 58 96 334 935 882 100 124 6.0 84 640 944 724 100
Vicuna-7B 6.8 84 578 869 84.7 31.8 30.7 74 99 23.1 819 934 377 283
Vicuna-33B 6.4 10.5 73.0 892 973 30.5 320 108 98 347 828 972 420 369

LLaMA LLaMA-2-7B 56 6.7 48.6 920 62.0 295 257 27 3.2 128 933 34.0 20.7 12.1
LLaMA-2-70B 108 8.1 748 876 966 489 510 138 87 39.2 826 97.3 51.8 39.2
WizardLM-70B 102 7.8 654 941 764 292 326 58 36 243 949 379 183 128

text-davinci-003 12.7 83 76.7 87.2 96.8 44.1 443 153 85 40.1 842 97.6 495 46.2
GPT-3.5-Turbo-Inst. 16.1 83 77.6 89.6 96.8 43.1 47.8 178 89 478 856 98.1 463 44.7

GPT  GPT-3.5-Turbo 11.2 114 81.7 89.2 98.2 33.0 30.2 150 99 504 B84.0 98.5 42.1 36.5
GPT-4 143 93 81.7 91.0 979 39.6 463 17.8 87 48.6 82.8 98.6 505 473
GPT-4-Turbo 18.6 85 821 919 968 434 488 215 87 500 874 97.6 524 493
Mistral-7B-Inst. 142 9.1 69.0 749 935 420 400 113 96 302 764 94.1 46.0 275

others Zephyr-7B-Beta 259 88 49.1 795 70.1 474 293 186 86 279 794 947 54.6 37.1
Galactica-30B 02 03 41 11 09 08 00 00O OO0 86 00 00 00 0.0
OpenChat-3.5 8.6 12.6 787 919 974 309 31.8 154 89 39.7 82.1 98.1 513 434

Table 2: GENRES evaluation of Open GRE on document-level datasets. Scores (%) are averaged across
documents. #tri and #tok denote the number of triples per document and the number of tokens per triple, respectively.
We highlight the highest within-group scores. Galactica’s low scores are due to its limited size of context window.



Results — Testing leading LLMs’ Open GRE Capabilities

On NYT10m and Wiki20m — two bag-level datasets:

NYT10m Wiki20m
#tri #tok TS US FS GS CS #mmi #wok TS US FS GS CS
Ground truth 14 45 87 693 84.1 8.6 100 20 63 44 21.2 857 66.1 100
Vicuna-7B 3.1 7.8 420 864 800 494 389 30 75 483 67.8 500 558 373
Vicuna-33B 47 7.2 478 80.1 75.1 552 465 4.1 7.0 49.8 564 844 6277 46.1
LLaMA LLaMA-2-7B 3.1 6.0 354 822 789 52.1 384 3.1 63 379 73.8 734 58.6 36.0
LLaMA-2-70B 50 69 454 83.0 81.7 635 524 41 69 452 62.0 87.1 66.1 50.2

WizardLM-70B 44 42 305 889 439 3277 276 3.6 56 431 678 673 479 409

text-davinci-003 49 7.1 506 814 858 60.0 52.6 3.7 82 51.8 569 913 623 435
GPT-3.5-Turbo-Inst. 5.8 7.0 542 83.0 84.0 625 534 48 7.7 540 603 90.1 65.1 43.8

GPT  GPT-3.5-Turbo 41 6.2 433 823 68.2 424 298 36 7.7 482 61.8 802 52.7 325
GPT-4 51 74 562 81.8 83.0 609 526 3.8 81 59.0 562 93.2 664 40.0
GPT-4-Turbo 53 7.8 581 842 89.6 61.1 53.7 42 76 564 62.0 924 69.9 52.7
Mistral-7B-Inst. 57 74 40.6 77.6 754 533 365 40 69 433 57.0 83.6 585 40.1

sthere Zephyr-7B-Beta 78 72 365 80.8 649 645 470 52 6.8 403 655 755 679 459
Galactica-30B 83 87 297 484 524 493 370 6.0 84 353 494 652 57.1 38.6
OpenChat-3.5 52 7.2 540 84.7 843 615 553 43 70 575 61.8 90.5 63.6 47.7

Table 3: GENRES evaluation of Open GRE on bag-level datasets. Scores (%) are averaged across bags. #tri
and #tok denote the number of triples per bag and the number of tokens per triple, respectively. We highlight the
highest within-group scores.



Results — Testing leading LLMs’ Open GRE Capabilities

On TACRED and Wiki80 — two sentence-level datasets:

TACRED Wiki80

#tri #ok TS US FS GS CS #ri #ok TS US FS GS CS

Ground Truth 14 46 158 927 870 8.5 100 1.0 58 59 100 90.1 703 100
Vicuna-7B 26 87 404 85.0 75.6 503 362 24 79 413 76.8 81.0 51.2 36.6
Vicuna-33B 43 73 443 755 7T71.0 585 472 38 72 473 62.1 799 60.2 46.8

LLaMA LLaMA-2-7B 28 63 367 853 669 572 378 24 58 258 69.8 604 532 314
LLaMA-2-70B 41 64 408 793 745 672 564 37 6.6 415 648 824 65.6 494
WizardLM-70B 21 29 233 90.7 280 247 98 2.1 32 256 849 366 273 214

text-davinci-003 44 7.1 56.1 79.8 84.0 634 586 40 68 592 653 892 64.0 51.9
GPT-3.5-Turbo-Inst. 5.0 7.0 58.6 805 81.6 63.8 586 44 69 60.2 693 887 639 54.8

GPT  GPT-3.5-Turbo 39 6.8 527 8l1.1 764 521 397 34 63 509 695 756 48.1 36.0
GPT-4 43 75 59.1 804 87.6 605 578 40 7.1 654 662 923 642 47.8
GPT-4-Turbo 44 78 585 82.6 88.6 619 634 40 7.6 619 694 928 639 47.1
Mistral-7B-Inst. 47 7.1 439 78.6 71.0 535 412 3.6 78 446 678 839 576 385

others Zephyr-7B-Beta 54 76 364 786 658 629 449 45 7.8 432 68.1 778 63.0 42.6
Galactica-30B 85 89 334 439 575 541 309 56 72 350 479 63.1 59.8 384
OpenChat-3.5 43 7.1 50.7 80.8 804 63.6 600 40 7.0 53.8 69.7 88.7 64.5 50.6

Table 4: GENRES evaluation of Open GRE on senfence-level datasets. Scores (%) are averaged across sentences.
#tri and #tok denote the number of triples per sentence and the number of tokens per triple, respectively. We
highlight the highest within-group scores.



Results — Testing leading LLMs’ Open GRE Capabilities

Observations:

(1) LLaMA-2-70B, GPT-4-Turbo, and OpenChat-3.5 notably lead in

kb WyIKiZ i performance. Small LLM OpenChat-3.5 (7B) achieves comparable
#ri Mok TS US| FS)| GS CS #ri #ok TS US| FS]| GS CS or even better performance than large LLMs.
Ground truth 14 45 87 693]84.1]856 100 20 63 44 212|857 66.1 100
e 15 el RSl 1 o s %l B9t (@ High Completeness Score (CS) can indicate high Factuainess
LLaMA LLaMA-2-7B 6.0 354 822 7%9 34 3.1 63 379 73-8%&' Score (FS). This means human annotations are still valuable to
LLaMA-2-70B 69 454 83.0[ 817 41 69 452 62.0[87.1]66.150.2 evaluate GRE with our soft matching recall. However, high FS
WizardLM-70B 44 42 305 889 439 327 276 3.6 56 431 678 673 479 409 . ’
text-davinci-003 49 7.1 50.6 814 858 60.0 526 37 82 518 569 913 623 43.5 does not indicate high CS, as Open GRE is not limited to the fixed
GPT-35-Turbo-Inst. 5.8 7.0 542 830 840 62.5 534 48 7.7 540 603 90.L-6 i -
GPT  GPT-3.5-Turbo 41 62 433 823 682424298 36 7.7 482 618 relation/entity types.
GPT-4 51 74 56.2 81.8@}% 38 81 59.0 56.2
GI.’T-4-Turbo 53 7.8 58.1 84.20189.6] 61.1]| 53.7] 42 7.6 564 62.0§92.44f 69.9 | 52.7 (3) Agreater number Of tokens per trlple doeS not inherently result in
h S EEE. TE D G wh Ol D B B s a lower Granularity Score (GS). This suggests that the GS metric
O Galactica-30B 83 87 297 84 353 49.4%% can encourage models to identify more atomic relationships rather
OpenChat-3.5 52 72 54.0 7.0 575 61.8[90.5] 63.6[47.7 than merely focusing on brevity
Table 3: GENRES evaluation of Open GRE on bag-level datasets. Scores (%) are averaged across bags. #tri
and #tok denote the number of triples per bag and the number of tokens per triple, respectively. We highlight the \ . .
Hihestwithinsgroup:scores: St S A = (4) No clear correlation between the number of triples, Topical
Similarity (TS), and Uniqueness Score (US), indicating the distinct
CDR DocRED significance of each metric.
#ri #ok TS US| FS | GS CS #wri #wok TS US| FS | GS CS
Ground Truth 10.1 58 96 33.4| 93501882 100 124 6.0 84 64.00 9441724 100
GPT-4-Turbo 18.6 85 821 919 968 [434 488 215 87 500 87.4| 976 [52.4 493 (5) GPT-4-Turbo outperforms human labels on factualness.
TACRED Wiki80
#mri #ok TS US| FS | GS CS #wri #ok TS US| FS |GS CS
Ground Truth 14 46 158 927 8701885 100 1.0 58 59 100§ 90.1 70.3 100
GPT-4-Turbo 44 7.8 585 82.6| 88.6 |619 634 40 7.6 619 694} 928 |63.9 47.1 29




Results — Robustness of GenRES and Its Alignment with Human Evaluation

Vicuna-33B
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Figure 4: GRE performance of five LLMs on Wiki20m, each with five runs with random seeds.
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Figure 5: Human Preference Evaluation (Elo Ratings) vs GenRES Evaluation on 100 Wiki20m samples.

Observations:
(1) The robustness of GenRES as an evaluation framework across different metrics
(2) In most cases, GenRES aligns well with human evaluation of generative relation extraction.
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Thank you!

Code: https://github.com/pat-jj/GenRES

Patrick (Pengcheng) Jiang
pi20@illinois.edu
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