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Background

Text Summarization — Why Important?
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Literature Review

In the era of information overload, text summarization has become a crucial tool for
quickly grasping the essence of lengthy documents.



Background

Text Summarization — How?

Extractive vs Abstractive Summarization At Timestep of £ Summaryt
Extractive Summarization T
Bidirectional Autoregressive
BART Encoder BART Decoder
Source Document Summary _, ,
(Abstract)

Transformer-based models, pre-trained on vast amounts
Extractive: Select key sentences/phrases. of text data, have the ability to capture rich semantic

information and generate fluent, coherent summaries.
Abstractive: Generate new sentences that

capture the essence of the document However, small PLMs face challenges in terms of

factualness and interpretability.




Background

Large Language Models — further pushed the boundaries of summarization.
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Pros:
» Interpretable and factual summaries with LLM’s

strong natural language understanding capabilities.

Cons:

« Massive size -> not friendly to resource-constraint
environment -> challenges for widespread adoption.

« High training cost -> struggle to generate
summaries in the desired distribution

Can a small model learn the summary-with-rationale
ability from LLMs?
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I. LLM Rationale Probing
Given a document and its ground-truth summary, do the following
tasks:
(1) According to the ground-truth summary, extract essential aspects L
of the document. [_

(2) For each essential aspect, retrieve detailed triples in the
format [ENTITY1 | RELATION | ENTITY2] used to compose the ground-
truth summary.

(3) With the retrieved triples, compose a summary of the document.

i Step 1 — LLM Rationale Probing:
For each pair of <document, ground-truth summary>, we

1
template | Ground-truth let the LLM generate essential aspects, relationship triples,
and a summary, as a structured rationale.

Document

S
@ ummary a»

[ LLM ] We run n times to get n rationale candidates for each pair.

Aspects gt Triples H Summary
(Tl Si
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Document template | Ground-truth Step 2 — Golden Rationale Selection:
@ Summary Sy
] Summary Score: evaluates the semantic similarity between
the generated summary and the ground truth.
LLM
l Coherence Score: measures how well the aspects and triples
: . align with the document'’s latent topics.
Aspects Triple * I . )
) - fTI ——C) By selecting the best rationales, we ensure that the local

. J model learns from high-quality examples.
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Step 3 — Local Training:

We employ a curriculum learning
strategy, starting with simpler tasks to
the more complex task of a rationale-
summary generation.

f II. Golden Rationale Selection
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Re S u | t S . # Samples # Words
Dataset Train Valid Test Doc.  Sum.
CNN/DailyMail 287,113 13,368 11,490 766.6 54.8
XSum 204,045 11,332 11,334 4145 23.0
ClinicalTrial 163,088 20,386 20,386 1814 452
CNN/DailyMail XSum ClinicalTrial

Model R-1 R-2 R-L A ‘ R-1 R-2 R-L A ‘ R-1 R-2 R-L A

Baselines

BERTSumAbs (Liu and Lapata, 2019) 41.2 18.7 37.2 +13.6% | 388 16,5 31.0 +283% 392 193 296 +19.3%

T5rae (Raffel et al., 2020) 424 208 399 +70% | 40.1 17.2 323 +4235% | 413 2211 325 +9.6%

BART Lo (Lewis et al., 2019) 440 21.1 406 +44% | 454 223 373 +5.4% 435 233 337 +4.6%

PEGASUS (Zhang et al., 2020) 442 21.6 413 +3.0% | 467 244 389 +0.6% 418 229 3177 +49.0%

GSum (Dou et al., 2021) 455 223 421 +04% | 451 21,5 36.6 +7.3% 435 23.1 328 +5.7%

BigBirdLarge (Zaheer et al., 2021) 438 21.1 407 +45% | 471 24.1 388 +0.6% 442 238 345 +2.5%

SimCLS (Liu and Liu, 2021) 456 219 410 +1.7% | 466 242 39.1 +0.7% 438 233 341 +3.9%

SeqCo (Xu et al., 2022) 450 21.8 418 +1.6% | 456 224 370 +5.4% 428 225 332 +6.7%

GLMRgoBerTa (Du et al., 2022) 438 21.0 405 +47% | 455 235 373 +4.1% 433 23.0 339 +4.9%

GPT-3.5¢r0-shot 374 13.8 29.1 +4374% | 26,6 6.7 188 +112.5% | 348 128 235 +47.8%

Our Method

GPT-3.5 w/ TriSum rationale 46.7 235 407 —-05% | 344 126 284 +468% | 4.6 245 304 +5.6%

TriSum-S 459 228 423 —-06% | 474 248 394 —1.0% 453 248 350 +0.0%

TriSum-C 455 223 412 +12% | 465 24.0 38.7 +1.1% 442 237 344 +277%

TriSum-J 457 22.7 419 — 473 244 39.0 — 453 24.6 35.2 —

ROUGE score performance

TriSum-S, C, J denote TriSum with only singular task learning, TriSum with concurrent learning, and joint learning,
respectively. For TriSum-S, we use distinct optimal checkpoints for each task to create a pipeline of three Seq2Seq models.

On average, TriSum-J consistently outperformed state-of-the-art baselines, achieving improvements of 4.5%, 8.5%, and

7.4% in ROUGE scores, respectively.



Results

CNN/DailyMail XSum ClinicalTrial —— AspExt i —— AspExt-early i —— AspExt
TiEX 1 TriExt-earl 1 rEx
Model BS BAS | BS BAS | BS BAS — Sumten | SumGen-carly | — umgen
B - " ' ﬁngft-raW : —— AspExt-raw
aselines ] ' riExt-raw ' —— TriExt-raw
BERTSumAbs 8576  -3.81 | 87.23 -3.66 | 8541 -3.79 < ; Pl — sumGen-raw
T5Large 87.22 -3.71 90.73 -2.70 | 87.76 -2.89 B ! TrExt-late !
BARTLarge 87.98 -3.45 91.62 -2.50 | 88.30 -2.79 % i SumGen-late |
PEGASUS 87.37 -3.64 9190 -244 | 87.62 -2.80 > i i
GSum 87.83 -3.54 91.23 -2.57 | 88.41 -2.75 | S L
BigBird,,,  88.03 -338 | 9197 -2.40 | 89.45 -2.67 | |
SimCLS 88.28 -3.39 90.78 -293 | 87.85 -3.15 . _early late ! s
SeqCo 87.47 -3.56 91.35 -2.56 | 88.06 -2.93 0 Singular-task Learning 1  Concurrent Learning 2 Joint Learning 3
GLMRoBERT: 87.33 -3.69 91.87 -2.51 | 88.55 -2.84
GPT-3.5,r05h0t 8770  -336 | 87.67 -2.80 | 87.08 -3.01 Singular Comcurrent Concurrent ;. R-1 R-2 R-L
- Early - Late

Our Method v v v v 45.7 22.7 41.9
GP'.I‘-3.5$ﬂSum 89.20 -3.14 89.25 -2.58 | 89.20 -2.55 v v X v 453(104)  22.2(10.5)  41.0(]0.9)
Tr} Sum—-S 88.48 '3.22 91.95 '2.38 90.05 '2.47 v X X V4 44.4 (ll-3) 21.3 (ll-4) 404 (lI.S)
TriSum-C 8721 -376 | 90.88 -2.84 | 89.40 -2.59 9 9 « ¢ a3 205022 384035
TriSum-J 88.50 -3.25 92.17 -2.33 | 89.97 -2.53

BERTScore (BA) / BARTScore (BAS) Performance Validation loss by training steps for different

curriculum learning strategies.



Results

Article:
(CNN) Four workers died in a massive oil rig fire that raged for hours off the coast of Mexico Wednesday. Mexican state oil company Pemex said 45 workers were injured in the blaze,
which began early Wednesday morning. Two of them are in serious condition, the company said. Authorities evacuated about 300 people from the Abkatun Permanente platform after
the fire started, Pemex said. At least 10 boats worked to battle the blaze for hours. The fire had been extinguished by Wednesday night, Pemex said in a Twitter post. The company denied
rumors that the platform had collapsed and said . The state oil company hasn't said what caused the fire on the platform, which is located in the
Gulf of Mexico's Campeche Sound. , Pemex said. CNN's Mayra Cuevas contributed to this report.
Ground truth summary: TriSum rationale:
The fire on a platform in the Gulf of Mexico has been extinguished, <rationale> <aspects> Massive oil rig fire off the coast of Mexico. Four workers died. 45 workers
Pemex says . 45 workers were injured in the blaze, according to the injured. Two workers in serious condition. 300 people evacuated. Fire extinguished by Wednesday night.
state oil company . Four workers were killed in the oil rig fire, which No oil spill. <triples> [Four workers | were died in | oil rig fire], [45 workers | were injured in | the blaze],
started early Wednesday . [Two workers | are in | serious condition], [300 people | were evacuated from | the platform], [The fire |
had been extinguished by | Wednesday night], [The fire | did not result in | oil spill].

BART summary: ‘
About 300 people were evacuated from the Abkatun Permanente TriSum summary:
platform. The Four workers were died in an oil rig fire. 45 workers were injured, two of them in a serious condition, state

, Pemex says. The company denies rumors that the platform had oil company Pemex says. About 300 people were evacuated after the fire started early Wednesday. The fire
collapsed and said . has been extinguished and , the company says.

An example of abstractive summarization of an article in CNN/DailyMail dataset. We use different colors to show the
distinct topics in the article and summary.



Conclusion

TriSum presents a novel approach for distilling
summarization ability from LLMs to smaller,
interpretable models.

Through its three-step framework of LLM rationale
probing, golden rationale selection, and curriculum
learning, TriSum achieves significant performance
gains while enhancing transparency.

Step 1: Step 2: Step 3:
LLM Rationale Golden Rationale Local Training
Probing Selection

Document Prompt Document

( A Scori I
> coring
| Small

ma
LLM| [ \_»

v
\4

v

Golden
Rationale

Rationale

Ground-Truth Candidates

Summary

Feel free to email pj20@illinois.edu (Patrick Jiang)
if you have any questions!
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