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Background
Text Summarization – Why Important? 

In the era of information overload, text summarization has become a crucial tool for 
quickly grasping the essence of lengthy documents.



Background
Text Summarization – How? 

Extractive: Select key sentences/phrases.

Abstractive: Generate new sentences that 
capture the essence of the document

Transformer-based models, pre-trained on vast amounts 
of text data, have the ability to capture rich semantic 
information and generate fluent, coherent summaries.

However, small PLMs face challenges in terms of 
factualness and interpretability.



Background
Large Language Models – further pushed the boundaries of summarization.

Pros: 
• Interpretable and factual summaries with LLM’s 

strong natural language understanding capabilities.

Cons:
• Massive size -> not friendly to resource-constraint 

environment -> challenges for widespread adoption.
• High training cost -> struggle to generate 

summaries in the desired distribution 

Can a small model learn the summary-with-rationale 
ability from LLMs?
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Step 1 – LLM Rationale Probing: 
For each pair of <document, ground-truth summary>, we 
let the LLM generate essential aspects, relationship triples, 
and a summary, as a structured rationale.

We run 𝑛 times to get 𝑛 rationale candidates for each pair.
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Step 2 – Golden Rationale Selection: 

Summary Score: evaluates the semantic similarity between 
the generated summary and the ground truth. 

Coherence Score: measures how well the aspects and triples 
align with the document's latent topics.

By selecting the best rationales, we ensure that the local 
model learns from high-quality examples.
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Step 3 – Local Training: 

We employ a curriculum learning 
strategy, starting with simpler tasks to 
the more complex task of a rationale-
summary generation.



Results

ROUGE score performance

On average, TriSum-J consistently outperformed state-of-the-art baselines, achieving improvements of 4.5%, 8.5%, and 
7.4% in ROUGE scores, respectively.

TriSum-S, C, J denote TriSum with only singular task learning, TriSum with concurrent learning, and joint learning, 
respectively. For TriSum-S, we use distinct optimal checkpoints for each task to create a pipeline of three Seq2Seq models.



Results

BERTScore (BA) / BARTScore (BAS) Performance Validation loss by training steps for different 
curriculum learning strategies.



Results

An example of abstractive summarization of an article in CNN/DailyMail dataset. We use different colors to show the 
distinct topics in the article and summary.
 



Conclusion

TriSum presents a novel approach for distilling 
summarization ability from LLMs to smaller, 
interpretable models. 

Through its three-step framework of LLM rationale 
probing, golden rationale selection, and curriculum 
learning, TriSum achieves significant performance 
gains while enhancing transparency.

Feel free to email pj20@illinois.edu (Patrick Jiang) 
if you have any questions! 
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