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Introduction TagReal: Prompt Generation

• Apply text/pattern mining methods for prompt mining
• An end-to-end solution to mine prompt from large corpus

TagReal: Framework
• Two core module: prompt generation & support 
information retrieval

• Knowledge Graphs (KGs) typically utilize related 
source corpora for the extraction of KG triples.
• Pre-trained Language Models (PLMs) can function 
effectively as knowledge bases.
• Existing research has leveraged PLMs for KG 
completion, primarily employing manually designed 
prompts - a process that can be resource-intensive in 
real-world situations.
• We introduce TagReal. Key features:
(1) Automates the process of identifying high-quality, 
inherent patterns within the corpus.
(2) Utilizes these discovered patterns as prompts for 
knowledge probing.
(3) Provides a more efficient and cost-effective 
solution for knowledge probing and KG completion.

Results

• TagReal significantly outperforms baselines 
especially with limited  training data.

• Both prompt generation and support information 
retrieval have significant effects on boosting the 
KGC performance.

• Choice of PLM is important, especially for domain-
specific KG datasets.

Findings & Future Directions

Findings:
• Inherent patterns in large corpora can serve as 
prompts for knowledge extraction from pre-trained 
language models.
• Text mining methods could provide a new avenue to 
analyze the workings of pre-trained language models.

Future Directions:
•Examine advanced text mining techniques for deeper 
analysis of language models.
• Explore potential cross-disciplinary collaborations 
between text mining and language model fields.
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